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                                                Lecture#1           
 
 Background 
            Linear  y=mx+c 
 Quadratic ax2+bx+c=0 
 Cubic  ax3+bx2+cx+d=0 
Systems of Linear equations 
 
  ax+by+c=0 
  lx+my+n=0 
 
Solution ? 
Equation 
 
  Differential Operator 
 
 
 
 
 
   Taking anti derivative on both sides 
y=ln x 
 
   From the past 
 

 Algebra 
 Trigonometry 
 Calculus 
 Differentiation 
 Integration 

 
 Differentiation 

• Algebraic Functions 
• Trigonometric Functions 
• Logarithmic Functions 
• Exponential Functions 
• Inverse Trigonometric Functions   

 
 
 More Differentiation 

• Successive Differentiation 
• Higher Order 
• Leibnitz Theorem 

 Applications 
• Maxima and Minima 

1dy
dx x

=
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• Tangent and Normal 
 Partial Derivatives 

y=f(x) 
 
f(x,y)=0 
 
z=f(x,y) 
Integration 
 Reverse of Differentiation 
 By parts 
 By substitution 
 By Partial Fractions 
 Reduction Formula 

Frequently required 
 Standard Differentiation formulae 
 Standard Integration Formulae 

Differential Equations 
 Something New 
 Mostly old stuff 

• Presented differently 
• Analyzed differently 
• Applied Differently 

 

( )
32

2

2 2

2 2

5                          1

4            0

5 4     

                         0

                    

2            0

x

dy y
dx
y x dx xdy

d y dy y e
dx dx

u v
y x
u vx y u
x y
u u u

x t t

− =

− + =

 + − = 
 

∂ ∂
+ =

∂ ∂
∂ ∂

+ =
∂ ∂

∂ ∂ ∂
− + =

∂ ∂ ∂

2  
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Lecture 2 
 

 Higher Order Linear Differential Equations 
 
Preliminary theory 

 A differential equation of the form 

)()()()()( 011

1
1 xgyxa

dx
dyxa

dx
ydxa

dx
ydxa n

n
nn

n
n =++++

−

−

−   

or )()()()()( 01
)1(

1
)( xgyxayxayxayxa n

n
n

n =+′+++ −
−   

where )(),(,),(),( 10 xgxaxaxa n are f unctions o f x  and 0)( ≠xan , i s 
called a linear differential equation with variable coefficients. 

 However, we shall first study the differential equations with constant coefficients 
i.e. equations of the type 

)(011

1
1 xgya

dx
dya

dx
yda

dx
yda n

n
nn

n
n =++++

−

−

−   

where naaa ,,, 10  are r eal constants. T his e quation i s no n-homogeneous 
differential equation and 

 If 0)( =xg  then the differential equation becomes 

0011

1
1 =++++

−

−

− ya
dx
dya

dx
yda

dx
yda n

n
nn

n
n   

 which is known as the associated homogeneous differential equation. 
Initial -Value Problem 
For a linear nth-order differential equation, the problem: 

Solve: )()()()()( 011

1
1 xgyxa

dx
dyxa

dx
ydxa

dx
ydxa n

n
nn

n
n =++++

−

−

−   

Subject to: ,)( 00 yxy =  / / 1 1
0 0 0 0( ) ,... ( )n ny x y y x y− −= =    

1
0

/
00 ,,, −nyyy   being arbitrary constants, is called an initial-value problem (IVP).  

The s pecified v alues ,)( 00 yxy =
1

00
1/

00
/ )(,,)( −− == nn yxyyxy  are cal led i nitial-

conditions. 
For 2=n  the initial-value problem reduces to 

 Solve:  )()()()( 012

2
2 xgyxa

dx
dyxa

dx
ydxa =++   

Subject to: ,)( 00 yxy = …,  /
00

/ )( yxy =  
Solution of IVP 
A function satisfying the differential equation on I whose graph passes through ),( 00 yx  
such t hat t he s lope of  t he c urve a t t he poi nt i s t he num ber /

0y  is c alled s olution of  t he 
initial value problem. 
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Theorem: Existence and Uniqueness of Solutions 
 
Let )(),(),...,(),( 011 xaxaxaxa nn − and )(xg  be c ontinuous on a n i nterval I and 
let Ixxan ∈∀≠    ,0)( . If  Ixx ∈= 0 ,  t hen a s olution )(xy of th e in itial-value p roblem 
exist on I  and is unique. 
 
Example 1 
 

Consider the function   xeey xx 33 22 −+= −  
 This is a solution to the following initial value problem 

 ,124// xyy =−    ,4)0( =y 1)0(/ =y  

Since 
xx ee

dx
yd 22
2

2
412 −+=  

and  xxeeeey
dx

yd xxxx 12124124124 2222
2

2
=+−−+=− −−  

Further 4013)0( =−+=y  and 1326)0( =−−=′y   

Hence xeey xx 33 22 −+= −  
 is a solution of the initial value problem.  
 
We observe that  

 
 The equation is linear differential equation. 
 The coefficients being constant are continuous.  
 The function xxg 12)( = being polynomial is continuous. 
 The leading coefficient 01)(2 ≠=xa  for all values of .x  

Hence the function xeey xx 33 22 −+= −  is the unique solution. 
 

Example 2 
Consider the initial-value problem  
 

,0753 ////// =+−+ yyyy     

,0)1( =y  ,0)1(/ =y  0)1(// =y  
Clearly the problem possesses the trivial solution 0=y .  
Since 

 The equation is homogeneous linear differential equation.  
 The coefficients of the equation are constants.  
 Being constant the coefficient are continuous. 
 The leading coefficient 033 ≠=a . 

Hence 0=y  is the only solution of the initial value problem. 
 

4 
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Note: If 0=na ? 
 
If 0)( =xan  in the differential equation 
 

)()()()()( 011

1
1 xgyxa

dx
dyxa

dx
ydxa

dx
ydxa

n

n
nn

n
n =++++

−

−

−   

 
for some Ix∈  then  
 

 Solution of initial-value problem may not be unique. 
 Solution of initial-value problem may not even exist. 

 
Example 4 
Consider the function 

   32 ++= xcxy  
and the initial-value problem 

622 ///2 =+− yxyyx   
,3)0( =y  1)0(/ =y   

Then    12 +=′ cxy  and  cy 2=′′  
Therefore )3(2)12(2)2(22 22///2 ++++−=+− xcxcxxcxyxyyx  

        
.6

622242 222

=
+++−−= xcxxcxcx

 

Also  330)0(     3)0( =++⇒= cy  

and  11)0(2      1)0(/ =+⇒= cy  
So t hat f or any c hoice of c , t he f unction '' y  satisfies th e d ifferential equation a nd t he 
initial conditions. Hence the solution of the initial value problem is not unique. 
  
Note that 
 

 The equation is linear differential equation. 
 The coefficients being polynomials are continuous everywhere. 
 The function )(xg being constant is constant everywhere. 

 The leading coefficient 0)( 2
2 == xxa  at ),(0 ∞−∞∈=x . 

 
Hence 0)(2 =xa  brought non-uniqueness in the solution 
 
 
 
 

5 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Boundary-value problem (BVP) 
 
For a 2nd order linear differential equation, the problem    

 Solve:  )()()()( 012

2

2 xgyxa
dx
dyxa

dx
ydxa =++  

Subject to: ,)( 0yay =  1)( yby =   
is cal led a boundary-value problem. T he s pecified v alues ,)( 0yay =  and 1)( yby =  are 
called boundary conditions.  
 
Solution of BVP 
 
A solution of the boundary value problem is a function satisfying the differential equation 
on some interval I , containing a  and b , whose graph passes through two points ),( 0ya  
and ),( 1yb .   
 
Example 5 
Consider the function 

363 2 +−= xxy  
We can prove that this function is a solution of the boundary-value problem 
 ,622 ///2 =+− yxyyx   

,0)1( =y  3)2( =y  

Since  6  ,66 2

2
=−=

dx
ydx

dx
dy  

Therefore 661261212622 222
2

2
2 =+−++−=+− xxxxxy

dx
dyx

dx
ydx  

Also  331212)2(    ,0363)1( =+−==+−= yy  
Therefore, t he f unction '' y satisfies bot h t he di fferential e quation a nd t he bounda ry 
conditions. Hence y is a solution of the boundary value problem. 
 . 
Possible Boundary Conditions 
For a 2nd order linear non-homogeneous differential equation 

)()()()( 012

2

2 xgyxa
dx
dyxa

dx
ydxa =++  

all the possible pairs of boundary conditions are 
,)( 0yay =   ,)( 1yby =   

  ,)( /
0

/ yay =   ,)( 1yby =  

  ,)( 0yay =   ,)( 1
// yby =  

  ,)( /
0

/ yay =   /
1

/ )( yby =  
where 1

/
00 ,, yyy  and /

1y  denote the arbitrary constants.  

6 
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In General 
All the f our pa irs of  c onditions m entioned a bove a re j ust s pecial c ases of  t he ge neral 
boundary conditions 

2
/

22
1

/
11

)()(
)()(

γβα
γβα
=+
=+

byby
ayay  

where    { }1,0,,, 2121 ∈ββαα  
Note that 
A boundary value problem may have 
 

 Several solutions. 
 A unique solution, or 
 No solution at all. 
 

Example 1 
Consider the function  

xcxcy 4sin4cos 21 +=  
and the boundary value problem 

   0)2/(    ,0)0(     ,016// ===+ πyyyy   
Then  

016
16

)4sin4cos(16

4cos44sin4

//

//
21

//
21

/

=+

−=

+−=

+−=

yy
yy

xcxcy
xcxcy

  

Therefore, the function  
xcxcy 4sin4cos 21 +=  

satisfies the differential equation  
016// =+ yy . 

Now  apply the boundary conditions 
Applying  0)0( =y    
We obtain 

  0
0sin0cos0

1
21

=⇒
+=

c
cc  

So that  
xcy 4sin2= .  

But when we apply the 2nd condition 0)2/( =πy , we have 
   π2sin0 2c=  
Since 02sin =π , the condition is satisfied for any choice of 2c , solution of the problem is 
the one-parameter family of functions 

xcy 4sin2=  
 Hence, there are an infinite number of solutions of the boundary value problem. 
 

7 
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Example 2 
 
Solve the boundary value problem 
 016// =+ yy  

,0)0( =y  ,0
8

=





πy  

Solution: 
 
As verified in the previous example that the function 

xcxcy 4sin4cos 21 +=  
satisfies the differential equation 

016// =+ yy  
We now apply the boundary conditions 
  000)0( 1 +=⇒= cy  
and  2000)8/( cy +=⇒=π  
So that  21 0 cc ==  
Hence 

0=y    
is the only solution of the boundary-value problem.  
 
 
Example 3 
 
Solve the differential equation  
 016// =+ yy  
subject to the boundary conditions 
 1)2/(   ,0)0( == πyy  
Solution: 
 
As verified in an earlier example that the function 

xcxcy 4sin4cos 21 +=  
satisfies the differential equation 

016// =+ yy   
We now apply the boundary conditions 
 000)0( 1 +=⇒= cy  
Therefore 01 =c  
So that xcy 4sin2=  
However 1   2sin   1)2/( 2 =⇒= ππ cy  
or 010.1 2 =⇒= c  
This is a clear contradiction. Therefore, the boundary value problem has no solution. 
 

8 
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Definition: Linear Dependence 
 
A set of functions 
 
 { })(,),(),( 21 xfxfxf n  

is said to be linearly dependent on an interval I if  ∃  constants nccc ,,, 21   not all zero, 
such that 

Ixxfcxfcxfc nn ∈∀=+++       ,0)(.)()( 2211   

Definition: Linear Independence 

 
A set of functions  

 { })(,),(),( 21 xfxfxf n  

 is said to be linearly independent on an interval I if 

 Ixxfcxfcxfc nn ∈∀=+++        ,0)()()( 2211  , 

 only when  

 .021 ==== nccc   

Case of two functions: 
 

If 2=n  then the set of functions becomes 

 { })(),( 21 xfxf  

If we suppose that 

 0)()( 2211 =+ xfcxfc  

Also t hat t he f unctions a re l inearly d ependent on a n i nterval I  then ei ther 01 ≠c  or 
02 ≠c .  

Let us assume that 01 ≠c , then 

 )()( 2
1

2
1 xf

c
cxf −= ; 

Hence  )(1 xf  is the constant multiple of  )(2 xf . 

Conversely, if we suppose 

       )( c )( 221 xfxf =   

Then 0)()()1( 221 =+− xfcxf , Ix∈∀  

So that the functions are linearly dependent because 11 −=c . 

9 
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Hence, we conclude that: 

 Any two functions )( and )( 21 xfxf are linearly dependent on an interval I if and 
only if one is the constant multiple of the other. 

 Any two functions are linearly independent when neither is a constant multiple of 
the other on an interval I. 

 In general a set of n  functions { })(,),(),( 21 xfxfxf n  is linearly dependent if at 
least one of them can be expressed as a linear combination of the remaining. 

Example 1 
The functions  

     )  ,(          ,2sin)(1 ∞−∞∈∀= xxxf   

 )  ,(    ,cossin)(2 ∞−∞∈∀= xxxxf   

If we choose 
2
1

1 =c  and 12 −=c  then 

 ( ) 0 cos  sin     cos  sin2
2
1cossin2sin 21 =−=+ xxxxxxcxc  

 Hence, the two functions )(1 xf  and )(2 xf  are linearly dependent. 

Example 3 
Consider the functions  

xxf 2
1 cos)( = , )2/,2/(       ,sin)( 2

2 ππ−∈∀= xxxf ,  

xxf 2
3 sec)( = , )2/,2/(       ,tan)( 2

4 ππ−∈∀= xxxf   

If we choose 1c ,1c ,1 4321 =−=== cc , then 

 

0011
tantan1sincos

tansecsincos

)()()()(   

2222

2
4

2
3

2
2

2
1

44332211

=+−=
+−−++=

+++=

+++

xxxx

xcxcxcxc

xfcxfcxfcxfc

 

Therefore, the given functions are linearly dependent. 

Note that  

The f unction )(3 xf  can be  w ritten a s a  l inear c ombination of  ot her t hree f unctions 

( )xfxf 21 ),(  and )(4 xf  because xxxx 2222 tansincossec ++= . 

 

10 
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Example 3 
Consider the functions 

 

),(        ,)(

),(          ,)(
),(      ,1)(

2
3

2

1

∞−∞∈∀=

∞−∞∈∀=
∞−∞∈∀+=

xxxf

xxxf
xxxf

 

Then 
 0)()()( 332211 =++ xfcxfcxfc  
means that 
 0            )1( 2

321 =+++ xcxcxc  

or 0            )( 2
3211 =+++ xcxccc  

Equating coefficients of x  and 2x  constant terms we obtain 
31 0 cc ==  
021 =+ cc   

Therefore 0321 === ccc  
Hence, the three functions )(),( 21 xfxf  and )(3 xf  are linearly independent. 
 

Definition: Wronskian 

Suppose that the function )(,),( ),( 21 xfxfxf n  possesses at least 1−n  derivatives then 
the determinant  

11
2

1
1

//
2

/
1

21

        
   

    

−−− n
n

nn

n

n

fff

fff

fff










 

is c alled W ronskian of t he f unctions )(,),( ),( 21 xfxfxf n and i s de noted b y 
( ))(,),(),( 111 xfxfxfW  . 

Theorem: Criterion for Linearly Independent Functions 

Suppose t he f unctions )(,),( ),( 21 xfxfxf n  possess a t l east n-1 derivatives on a n 
interval I . If  

 0))(,),( ),(( 21 ≠xfxfxfW n   

for at least one point in I , then functions )(,),( ),( 21 xfxfxf n  are linearly independent 
on the interval I . 

Note that   
This is only a sufficient condition for linear independence of a set of functions. 
 

11 
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In other words 

If )(,),( ),( 21 xfxfxf n  possesses a t l east 1−n  derivatives on an  i nterval an d are 
linearly dependent on I , then  

 IxxfxfxfW n ∈∀=      ,0))(,),( ),(( 21   

However, the converse is not true. i.e. a Vanishing Wronskian does not guarantee linear 
dependence of functions. 

 

Example 1 
The functions 

 ( )
( ) xxf

xxf
2cos1

 sin

2

2
1

−=
=   

are linearly dependent because 

 )2 cos1(
2
1sin 2 xx −=  

We observe that for all ),( ∞−∞∈x  

 ( ) ( )( )
xxx

xx
xfxfW

2sin2cossin2

2cos1sin
,

2

21
−

=  

  
xxx

xxxx
2coscossin2   

cossin22sinsin2 2

+
−=  

  

       0
]1cos[sin 2sin

]sincos1sin2[ 2sin

]2cos1sin2[ 2sin

22

222

2

=
−+=

−+−=

+−=

xxx

xxxx

xxx

 

Example 2 
 
Consider the functions 

  ( ) ( ) 212
1

1      , , 2 mmexfxexf
xmm

≠==  

The functions are linearly independent because 

 0)()( 2211 =+ xfcxfc  

if and only if  21 0 cc ==  as  21 mm ≠  

 

12 
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Now for all Rx∈  

 

( )
( ) ( )

0                     
                      

,

21

21

21

21

12

21

≠
−=

=

+ xmm

xmxm

xmxm
xmxm

emm

emem

ee
eeW

 

Thus 2 1  and ff are linearly independent of any interval on x-axis. 

 
 
Example 3 

If βα  and  are real numbers, 0≠β , then the functions 

 xeyxey xx ββ αα sin and cos 21 ==   

are linearly independent on any interval of the x-axis because 

 
( )

xexexexe

xexe

xexeW

xxxx

xx

xx

βαβββαββ

ββ

ββ

αααα

αα

αα

sincoscossin

sincos

sin,cos

++−
=

 

 ( ) .0sincos 2222 ≠=+= xx exxe αα ββββ  

Example 4 
The functions  

 ( ) ( ) ( ) xxx exxfxexfexf 2
321  and  , , ===   

are linearly independent on any interval of the x-axis because for all Rx∈ , we have 

 

( )

02                           

242
2,,

3

2

2

2

2

≠=

+++
++=

x

xxxxxx

xxxxx

xxx

xxx

e

exeexexee
xeexexee

exxee
exxeeW
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   Exercise 
 

1. Given that    
xx ececy −+= 21  

is a two-parameter family of solutions of  the differential equation 
0=−′′ yy  

on ( )∞∞− , , find a member of the family satisfying the boundary conditions  
( ) ( ) 11   ,00 =′= yy . 

2. Given that    
xcxccy sincos 321 ++=  

is a three-parameter family of solutions of the differential equation 
0=′+′′′ yy  

on t he i nterval ( )∞∞− , , f ind a  me mber o f th e f amily s atisfying th e in itial 
conditions ( ) ( ) ( ) 1,2  ,0 −=′′=′= πππ yyy . 

3. Given that    
xxcxcy ln21 +=  

is a  tw o-parameter family of  s olutions of  t he di fferential e quation 
02 =+′−′′ yyxyx on ( )∞∞− , . Find a member of the family satisfying the initial 

conditions  
( ) ( ) .11  ,31 −=′= yy  

Determine whether the functions in problems 4-7 are linearly independent or 
dependent on ( )∞∞− , . 

 
4. ( ) ( ) ( ) 2

3
2

21 34    ,    , xxxfxxfxxf −===  

5. ( ) ( ) ( ) xexfxxfxf === 321   ,   ,0  
6. ( ) ( ) ( ) xxfxfxxf 2

321 cos    ,1    ,2cos ===  

7. ( ) ( ) ( ) xxfexfexf xx sinh    ,    , 321 === −   
Show by computing the Wronskian that the given functions are linearly independent 
on the indicated interval. 
8. ( )∞∞,-       ;cot  ,tan xx  

9. ( )∞∞− ,    ;4x-xx , e, ee  

10. ( )∞0,    ;ln,ln, 2 xxxxx  
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Lecture 3 
Solutions of Higher Order Linear Equations 

 
Preliminary Theory 
 

 In or der t o s olve a n nth or der non -homogeneous l inear d ifferential eq uation 

  ( ) ( ) ( ) ( ) ( )xgyxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n =++++ −

−

− 011

1

1   

we f irst s olve t he a ssociated hom ogeneous di fferential equation 

  ( ) ( ) ( ) ( ) 0011

1

1 =++++ −

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

 
 Therefore, we first concentrate upon  the pr eliminary t heory and the methods of  

solving the homogeneous linear differential equation. 
 
 We r ecall t hat a f unction )(xfy =  that s atisfies t he a ssociated hom ogeneous 

equation 

  ( ) ( ) ( ) ( ) 0011

1

1 =++++ −

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

 is called solution of the differential equation. 

       
Superposition Principle 

Suppose t hat nyyy ,,, 21   are solutions on a n i nterval I  of t he hom ogeneous linear 
differential equation 

  ( ) ( ) ( ) ( ) 0011

1

1 =++++ −

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

Then  

  ( ) ( ) ( ),2211 xycxycxycy nn+++=   

nccc ,,, 21   being arbitrary constants is also a solution of the differential equation. 

Note that 

 A c onstant mu ltiple ( )xycy 11=  of a s olution ( )xy1  of t he hom ogeneous l inear 
differential equation is also a solution of the equation. 

 The homogeneous linear differential equations always possess the trivial solution 
0=y . 

15 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

 The s uperposition pr inciple i s a  pr operty of  l inear di fferential e quations a nd i t 
does not hold in case of non-linear differential equations. 

 

Example 1 
 
The functions  

  xxx eycyey 3
3

2
21   and  ,, ===   

all satisfy the homogeneous differential equation 

  06116 2

2

3

3

=−+− y
dx
dy

dx
yd

dx
yd  

on ( )∞∞− , . Thus 321  and , yyy  are all solutions of the differential equation 

 

Now suppose that    

  .3
3

2
21

xxx ecececy ++=   

Then 

  .32 3
3

2
21

xxx ececec
dx
dy

++=  

  .94 3
3

2
212

2
xxx ececec

dx
yd

++=  

  .278 3
3

2
213

3
xxx ececec

dx
yd

++=  

Therefore 

 
( ) ( )
( )

( ) ( ) ( )
0

606030301212
6335427 

6222486116

6116

3
3

2
21

3333
3

2222
21

2

2

3

3

=
−+−+−=

−+−+
−+−+−+−=

−+−

xxx
xxxx

xxxxxxxx

ececec
eeeec

eeeeceeeec

y
dx
dy

dx
yd

dx
yd

 

Thus  

  .3
3

2
21

xxx ecececy ++=  

is also a solution of the differential equation. 

16 
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Example 2 
The function 

  2xy =  

is a solution of the homogeneous linear equation 

  0432 =+′−′′ yyxyx  

on ( )∞,0 . 

Now consider 

 2cxy =  

Then  2cy    and    2 =′′=′ cxy  

So that  046243 2222 =+−=+′−′′ cxcxcxyyxyx  

Hence the function  

 2cxy =  

is also a solution of the given differential equation.  

 
The Wronskian 

Suppose that 21, yy  are 2 s olutions, on a n interval I , of the second order homogeneous 
linear differential equation  

  0012

2

2 =++ ya
dx
dya

dx
yda  

Then either  ( ) IxyyW ∈∀=         ,0, 21  

or  ( ) Ix yyW ∈∀≠        ,0, 21    

To verify this we write the equation as  

  02

2

=++ Qy
dx

Pdy
dx

yd  

Now  ( )
21

21
21,

yy
yy

yyW
′′

= 2121 yyyy ′−′=  

Differentiating w.r.to x , we have 

  2121 yyyy
dx

dW ′′−′′=  

Since 1y and 2y are solutions of the differential equation 

17 
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  02

2

=++ Qy
dx

Pdy
dx

yd  

Therefore 

  0111 =+′+′′ QyyPy  

  0222 =+′+′′ QyyPy  

Multiplying 1st equation by 2y and 2nd by 1y  the have 

  0212121 =+′+′′ yQyyyPyy  

  0212121 =+′+′′ yQyyPyyy  

Subtracting the two equations we have: 

  ( ) ( ) 021211221 =′−′+′′−′′ yyyyPyyyy  

or   0=+ PW
dx

dW  

This is a linear 1st order differential equation in W , whose solution is 

  ∫−= PdxceW  

Therefore 

 If 0≠c  then  ( ) IxyyW ∈∀≠      ,0, 21  

 If 0=c  then  ( ) IxyyW ∈∀=      ,0, 21  

Hence Wronskian of 21   and  yy  is either identically zero or is never zero on I .  

In general 

If nyyy ,,, 21  are n  solutions, on a n i nterval I , of  t he hom ogeneous nth or der l inear 
differential equation with constants coefficients 

 0011

1
1 =++++

−

−

− ya
dx
dya

dx
yda

dx
yda

n

n
nn

n
n   

Then 

Either  ( ) IxyyyW n ∈∀=    ,0,,, 21   

or  ( ) IxyyyW n ∈∀≠    ,0,,, 21    
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Linear Independence of Solutions: 
Suppose that 

  nyyy ,,, 21    

are n solutions, on a n interval I , of  t he hom ogeneous l inear nth-order d ifferential 
equation  

 ( ) ( ) ( ) ( ) 0011

1

1 =++++ −

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

Then the set of solutions is linearly independent on I if and only if 

  ( ) 0,,2,1 ≠nyyyW   

In other words 
The solutions  

 nyyy ,,, 21   
are linearly dependent if and only if   
 
 ( ) IxyyyW n ∈∀=    ,0,,2,1    

Fundamental Set of Solutions 
A set 

 { }nyyy ,,, 21    

of n linearly independent solutions, on i nterval I , of  the homogeneous l inear nth-order 
differential equation 

 ( ) ( ) ( ) ( ) 0011

1

1 =++++ −

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

is said to be a fundamental set of  solutions on the interval I . 

Existence of a Fundamental Set 
There always exists a  fundamental s et o f solutions for a  linear nth-order homogeneous 
differential equation 

 ( ) ( ) ( ) ( ) 0011

1

1 =++++ −

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

on an interval I. 
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General Solution-Homogeneous Equations 
Suppose that  

  { }nyyy ,,, 21   

is a  fundamental set of  solutions, on a n interval I, of  the homogeneous l inear nth-order  
differential equation  

 ( ) ( ) ( ) ( ) 0011

1

1 =++++
−

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

Then the general solution of the equation on the interval I is defined to be 

  ( ) ( ) ( )xycxycxycy nn+++= 2211    

Here nccc ,,, 21   are arbitrary constants. 

Example 1 
The functions  

 xeyxey 3  and  3
21

−==  

are solutions of the differential equation 

   09 =−′′ yy  

Since  Ixxexe

xexexexeW ∈∀≠−=−−

−
=





 −    ,063333

333,3  

Therefore 21  and yy  from a  f undamental s et of  s olutions on ( )∞∞− , . Hence general 
solution of the differential equation on the ( )∞∞− ,  is   
 xx ececy 3

2
3

1
−+=  

Example 2 

Consider the function xexy 353sinh4 −−=  

Then xexy 3153cosh12 −+=′ ,  xexy 3453sinh36 −−=′′  

⇒  yyxexy 9or              353sinh49 =′′




 −−=′′ ,  

Therefore 09 =−′′ yy  

Hence   xexy 353sinh4 −−=  

is a particular solution of differential equation. 

   09 =−′′ yy  
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The general solution of the differential equation is 

  xecxecy 33
21
−+=  

Choosing  7,2 21 −== cc  

We obtain    xexey 3732 −−=  

  xexexey 353232 −−−−=  

  xe
xexey 35

2

33
 4 −−












 −−
=  

  xexy 353sinh4 −−=  

Hence, the particular solution has been obtained from the general solution.         

          
Example 3 
Consider the differential equation 

  06116 2

2

3

3

=−+− y
dx
dy

dx
yd

dx
yd  

and suppose that  xeyxeyxey 3  and 2  , 321 ===  

Then  3
1

3

2
1

2
1

dx
yd

dx
ydxe

dx
dy

===  

Therefore xxxx eeeey
dx
dy

dx
yd

dx
yd 6116611

2
6

3
1

1
2
1

3
1 −+−=−+−  

or   01212611
2

2
6

3

3
1

111 =−=−+− xx eey
dx
dy

dx

yd

dx

yd
  

Thus the function 1y  is a solution of the differential equation. Similarly, we can verify 
that the other two functions i.e. 2y  and 3y  also satisfy the differential equation.  
Now for all Rx∈  

  Ixxe
xexexe

xexexe

xexexe
xexexeW ∈∀≠==




     062

3924

3322

32
3,2,  

Therefore 3 ,21  and, yyy form a  f undamental s olution of  t he di fferential e quation 
on ( )∞∞− , . We conclude that 

   
xecxecxecy 32

321 ++=  
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is the general solution of the differential equation on the interval ( )∞∞− , . 

 
 
Non-Homogeneous Equations 
A function py that satisfies the non-homogeneous differential equation 

  ( ) ( ) ( ) ( ) ( )xgyxa
dx
dyxa

ndx

yndxna
ndx

yndxna =+++
−

−

−+ 011

1

1   

and is free of parameters is called the particular solution of the differential equation 
 
 
Example 1 
 
Suppose that 

3=py   
Then    0=′′py  
 
So that 

   
( )

27

3909

=

+=+′′ pp yy
 

Therefore  
3=py   

is a particular solution of the differential equation  
279 =+′′ pp yy  

 
Example 2 
 
Suppose that 

xxy p −= 3  

Then   xyxy pp 6   ,13 2 =′′−=′  

Therefore  ( ) 




 −−





 −+=−′+′′ xxxxxxyyxyx ppp

38123262822  

     xx 634 +=  
Therefore  

xxpy −= 3   

is a particular solution of the differential equation 
 
   xxyyxyx 6482 32 +=−′+′′  
 
 

22 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

 
 
 
 
 
Complementary Function 
 
 
The general solution 
 
   nyncycyccy +++= 2211  

 
of the homogeneous linear differential equation 
 

  ( ) ( ) ( ) ( ) 0011

1

1 =++++ −

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

 
is known as the complementary function for the non-homogeneous linear differential 
equation. 

  ( ) ( ) ( ) ( ) ( )xgyxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n =++++
−

−

− 011

1

1   

 
General Solution of Non-Homogeneous Equations 
 
Suppose that 

 The particular solution of the non-homogeneous equation 

 ( ) ( ) ( ) ( ) ( )xgyxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n =++++
−

−

− 011

1

1   

is py . 
 

 The complementary function of the non-homogeneous differential equation 

 ( ) ( ) ( ) ( ) 0011

1

1 =++++
−

−

− yxa
dx
dyxa

dx
ydxa

dx
ydxa n

n

nn

n

n   

is  
nnc ycycycy +++= 2211 . 

 
 Then general solution of the non-homogeneous equation on the interval I is  

given by 
  pc yyy +=  
or  

( ) ( ) ( ) ( ) ( ) ( )xyxyxyxycxycxycy pcpnn +=++++= 2211  
Hence 
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General Solution = Complementary solution + any particular solution. 

 
 
 
 
Example 
  
Suppose that 

   xpy
2
1

12
11

−−=  

Then   pp yypy ′′′==′′−=′ 0  ,
2
1  

∴   xxy
dx
dy

dx
yd

dx
yd

p
ppp 33

2
11

2
11006116 2

2

3

3

=++−−=−+−  

Hence 

xpy
2
1

12
11

−−=  

is a particular solution of the non-homogeneous equation 

  xy
dx
dy

dx
yd

dx
yd 36116 2

2

3

3
=−+−  

Now consider 

  xecxecxeccy 32
321 ++=  

Then 

  

xxx

xxx

xxx

ececec
dx

cyd

ececec
dx

cyd

ececec
dx

cdy

3
3

2
213

3

3
3

2
212

2

3
3

2
21

278

94

32

++=

++=

++=

 

Since, 

  cy
dx

cdy

dx
cyd

dx
cyd

6116 2

2

3

3
−+−  

  

( )
( ) ( )

0
606030301212

63211

946278

3
3

3
3

2
2

2
211

3
3

2
21

3
3

2
21

3
3

2
21

3
3

2
21

=
−+−+−=

++−+++

++−++=

xxxxxx

xxxxxx

xxxxxx

ecececececec
ecececececec
ecececececec

 

Thus cy is general solution of associated homogeneous differential equation 
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  06116 2

2

3

3
=−+− y

dx
dy

dx
yd

dx
yd  

Hence general solution of the non-homogeneous equation is 

  pycyy += xxecxecxec
2
1

12
1132

321 −−++=  

 
 
    
Superposition Principle for Non-homogeneous Equations 
 
Suppose that  

kpypypy ,,
2

,
1

  

denote the particular solutions of the k differential equation 
  ( ) ( ) ( ) ( ) ( ) ( ) ( ),01

1
1 xigyxayxayxayxa n

n
n

n =+′+++ −
−   

ki ,2,1= , on an interval I . Then 
  ( ) ( ) )(

21
xpyxpyxpypy

k
+++=   

is a particular solution of 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )xkgxgxgyxayxa
n

yxna
n

yxna +++=+′++
−

−+
















 2101

1

1
 

 
Example 
Consider the differential equation 

    xexxexexxyyy −++−+−=+′−′′ 2228241643 2  
Suppose that 

x
p

x
pp xeyeyxy ==−=

321
           ,       ,4 22  

 
Then   21624843

111
xxyyy ppp −+−=+′−′′  

 

Therefore  24
1

xpy −=  

is a particular solution of the non-homogenous differential equation    
   8241643 2 −+−=+′−′′ xxyyy  
Similarly, it can be verified that  

 2
2

xepy =  and xxepy =
3

 

are particular solutions of the equations:  
xeyyy 2243 =+′−′′    

and   xx exeyy-y −=+′′′ 243        
respectively.  
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Hence  xxexexpypypypy ++−=++= 224
321

 

is a particular solution of the differential equation 

  xexxexexxyyy −++−+−=+′−′′ 2228241643 2    
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Exercise 

Verify that the given functions form a fundamental set of solutions of the differential 
equation on the indicated interval. Form the general solution. 

1. ( )∞∞−=−′−′′ − ,   ,,   ;012 43 xx eeyyy  

2. ( )∞∞−=+′−′′ ,   ,2sin,2cos   ;052 xexeyyy xx  

3. ( ) ( ) ( )∞=+′+′′ ,0   ,lnin ,lncos   ;02 xsxyyxyx  

4. ( )∞∞−=+′−′′ ,   ,,   ;044 2/2/ xx xeeyyy  

5. ( )∞=+′−′′ ,0     ,   ;0126 432 xxyyxyx  

6. ( )∞∞−=−′′ ,   ,2sinh  ,2cosh   ;04 xxyy  

Verify that the given two-parameter family of functions is the general solution of the non-
homogeneous differential equation on the indicated interval. 

7. ,sec xyy =+′′  ( ) ( )xxxxxcxcy coslncossinsincos 21 +++= , ( )2/2/ ππ , − . 

8. 124244 2 −+=+′−′′ xeyyy x ,    2222
2

2
1 −+++= xexxececy xxx  

9. ( )∞∞−++==+′−′′ ,,   eececyeyyy xxxx 6    ,24107 5
2

2
1  

10. ( )∞−++=−=+′+′′ −− ,x,   xxcxcyxxyyxyx 0
6
1

15
1    ,5 21

2
2/1

1
22  
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        Lecture 4 

                 Construction of a Second Solution 
General Case 
Consider the differential equation 

  0)()()( 012

2

2 =++ yxa
dx
dyxa

dx
ydxa  

We divide by )(2 xa  to put the above equation in the form 

  0)()( /// =++ yxQyxPy  

Where )(xP  and )(xQ  are continuous on some interval I . 

Suppose that I    ,0)(1 ∈∀≠ xxy  is a solution of the differential equation 

Then    0  1
/

1
//

1 =++ yQyPy  

We define ( ) ( )1  y u x y x=  then 

  /
1

/
1 uyuyy +=′ ,  uyuyyuy ′′+′′+′′=′′ 1111 2  

 0)2(][ /
1

/
1

//
11

/
1

//
1

/// =+++++=++ uPyyuyQyPyyuQyPyy
zero

  
 

This implies that we must have 

  0)2( /
1

/
1

//
1 =++ uPyyuy   

If we suppose ,uw ′= then 

  0)2( 1
/

1
/

1 =++ wPyywy  

The equation is separable. Separating variables we have from the last equation 

. 0)2(
1

/
1 =++ dxP

y
y

w
dw  

Integrating 

  
∫ +−=+ cPdxyw 1ln2ln

 

  
∫−=

+−= ∫
Pdxecwy

cPdxwy

1
2

1

2
1ln

 

  
2

1

1

y

dxPdxecw
∫−

=   
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or  
2

1

1/

y

Pdxecu
∫−

=   

Integrating again, we obtain  

  22
1

1 cdx
y

Pdxecu +
⌡

⌠ ∫−
=  

Hence ).()()()( 122
1

111 xycdx
y

Pdxexycxyxuy +
⌡

⌠ ∫−
==  

Choosing 11 =c and 02 =c , we obtain a second solution of the differential equation 

  dx
y

Pdxexyy
⌡

⌠ ∫−
= 2

1
12 )(  

The Woolskin    

 
( ) ( )( )



⌡

⌠ ∫−
′+

∫−
′



⌡

⌠ ∫−

=

dx
y

Pdxey
y

Pdxey

dx
y

Pdxeyy

xyxyW

2
1

1
1

1

2
1

11

2,1
 

                x,Pdxe ∀≠∫−= 0  

Therefore )(1 xy  and )(2 xy  are linear independent set of solutions. So that they form a 
fundamental set of solutions of the differential equation 

   0)()( /// =++ yxQyxPy  

Hence the general solution of the differential equation is 

   ( ) ( ) ( )xycx  ycxy 2211 +=  
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Example 1 
Given that 

 2
1 xy =  

 is a solution of  

 043 ///2 =+− yxyyx  

Find general solution of the differential equation on the interval ( )∞,0 . 

Solution: 

The equation can be written as 

  ,043
2

/// =+− y
x

y
x

y  

The 2nd solution 2y is given by 

  dx
y

exyy
Pdx



⌡

⌠
=

∫−
2

1
12 )(  

or  dx
x

exdx
x

exy
xxdx


⌡

⌠
=

⌡

⌠
=

∫
4

ln
2

4

3
2

2

3

 

  xxdx
x

xy ln1 22
2 =⌡

⌠=  

Hence the general solution of the differential equation on ( )∞,0  is given by 

  2211 c y ycy +=  

or  xxcy lnc x 2
2

2
1 +=  

Example 2 
Verify that 

 
x
xy sin

1 =  

 is a solution of 

 0)41( 2///2 =−++ yxxyyx   

on ( )π,0 . Find a second solution of the equation. 
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Solution: 

The differential equation can be written as  

  0)
4

11(1
2

/// =−++ y
x

y
x

y  

The 2nd solution is given by 

  dx
y

eyy
Pdx



⌡

⌠
=

∫−
2

1
12  

Therefore  2
2

sin
sin( )

dx
xx ey dxxx

x

−
⌠





⌡

∫
=  

       2

sin
sin

x x dx
x xx

⌠


⌡

−
=  

       2sin cscx xdx
x

−
= ∫  

      sin cos( cot )x xx
x x

−
= − =  

 Thus the second solution is 

   
x
xy cos

2 =  

Hence, general solution of the differential equation is 

  







+








=

x
xc

x
xcy cossin

21  

Order Reduction 
Example 3 
Given that 

   3
1 xy =  

is a solution of the differential equation 

    ,06//2 =− yyx  

Find second solution of the equation 

Solution 
We write the given equation as: 
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   06
2

// =− y
x

y   

So that   2

6)(
x

xP −=  

Therefore 

 

    dx
y

eyy
Pdx



⌡

⌠
=

∫−
2

1
12  

    
2

6

3
2 6

xey x dx
x

−⌠



⌡

∫
=  

    

6

3
2 6

xey x dx
x

⌠



⌡

=  

Therefore, using the formula 

    dx
y

eyy
Pdx



⌡

⌠
=

∫−
2

1
12  

We encounter an integral that is difficult or impossible to evaluate. 

 

Hence, we c onclude s ometimes us e of  t he f ormula t o f ind a s econd solution i s not  
suitable. We need to try something else. 

Alternatively, we can try the reduction of order to find 2y . For this purpose, we again 
define 

   ( ) ( ) )(1 xyxuxy =   or   3).( xxuy =   

then 

   
xuuxuxy

uxuxy
66

3
/23

32

++′′=′′
′+=′  

Substituting the values of yy ′′, in the given differential equation 

   062 =−′′ yyx  

we have 

    06)66( 3232 =−+′+′′ uxxuuxuxx  
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or   06 45 =′+′′ uxux  

or   ,06
=′+′′ u

x
u  

If we take uw ′= then 

   06/ =+ w
x

w  

This is  s eparable a s w ell a s lin ear f irst o rder d ifferential e quation in w . F or us ing t he 
latter, we find the integrating factor 

  6ln6
6

1

. xe
dx

xeFI x ===

⌡

⌠

 

Multiplying with the 6xIF =  , we obtain 

   06 56 =+′ wxwx  

or   0)( 6 =wx
dx
d  

Integrating w.r.t. ’ x ’, we have 

   1
6 cwx =  

or   6
1/

x
cu =  

Integrating once again, gives 

   25
1

5
c

x
cu +−=  

Therefore   3
22

13

5
xc

x
cuxy +

−
==  

Choosing 02 =c  and 51 −=c , we obtain 

   22
1
x

y =  

Thus the second solution is given by 

   22
1
x

y =  

Hence, general solution of the given differential equation is  
   2211 ycycy +=  

i.e.    ( )2
2

3
1 /1 xcxcy +=  

Where 21  and cc are constants. 
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Exercise 

Find the 2nd solution of each of Differential equations by reducing order or by 
using the formula. 

1. 1y        ;0 1
/// ==− yy  

 
2. xxeyyy −==++ 1

/// y        ;02  

 
3. xyy siny        ;09 1

// ==+  

 
4. xeyy 5

1
// y        ;025 ==−  

 
5. 2

1
/// y        ;06 xeyyy ==−+  

 
6. 2

1
///2 y        ;062 xyxyyx ==−+  

 
7. xxyyx lny        ;04 21

1
//2 ==+  

 
8. 1y        ;02)1( 1

///2 ==−− xyyx  

 
9. )cos(lny        ;053 2

1
///2 xxyxyyx ==+−  

 
10. xyxyyx ==−++ 1

/// y        ;0)1(  
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                                            Lecture 5 
Homogeneous Linear Equations with Constant Coefficients 

We know that the linear first order differential equation 

  0=+ my
dx
dy  

m being a constant, has the exponential solution on ( )∞∞− ,  

  mxecy −= 1   

The question? 
 The question is whether or not the exponential solutions of the higher-order 

differential equations 
  ,00

/
1

//
2

)1(
1

)( =+++++ −
− yayayayaya n

n
n

n   
exist on ( )∞∞− , . 

 In fact all the solutions of this equation are exponential functions or constructed 
out of exponential functions. 

Recall  

That the linear differential of order n  is an equation of the form 

 )()()()()( 011

1
1 xgyxa

dx
dyxa

dx
ydxa

dx
ydxa n

n
nn

n
n =++++

−

−

−   

Method of Solution 

Taking 2=n , the nth-order differential equation becomes 

  0012

2

2 =++ ya
dx
dya

dx
yda  

This equation can be written as 

  02

2

=++ cy
dx
dyb

dx
yda  

We now try a solution of the exponential form 

   mxey =  
Then 
  mxmey =′ and mxemy 2=′′  
Substituting in the differential equation, we have  

  0)( 2 =++ cbmamemx  

Since  ( )∞∞−∈∀≠ ,    ,0 xemx  

Therefore  02 =++ cbmam   
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This algebraic equation is known as the Auxiliary equation (AE).The solution of the 
auxiliary equation determines the solutions of the differential equation. 

Case 1: Distinct Real Roots 

If the auxiliary equation has distinct real roots 1m  and 2m then we have the following two 
solutions of the differential equation. 

  xmeyxmey 2 and 1 21 ==  

These solutions are linearly independent because 

 ( ) xmmemm
yy
yy

yyW )(
12/

2
/

1

21
21 21),( +−==  

Since 21 mm ≠ and ( ) 021 ≠+ xmme  

Therefore  ( ) ( )∞∞−∈∀≠ ,  0, 21 xyyW  

Hence  

 1y and 2y form a fundamental set of solutions of the differential equation. 

  The general solution of the differential equation on ( )∞∞− ,  is  

  xmxm ececy 21 21 +=  

Case 2. Repeated Roots 

 
If the auxiliary equation has real and equal roots i.e 

  2121       with  , mmmmm ==     

     

Then we obtain only one exponential solution  

    mxecy 1=  

To construct a second solution we rewrite the equation in the form 

    0=+′+′′ y
a
cy

a
by  

Comparing with   0=+′+′′ QyyPy  

We make the identification 

   
a
bP =  

Thus a second solution is given by  
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  dx
e
eedx

y
eyy mx

x
a
b

mx
Pdx




⌡

⌠
=



⌡

⌠
=

−−∫
2

 

2
1

12  

Since the auxiliary equation is a quadratic algebraic equation and has equal roots 

Therefore,   04. 2 =−= acbDisc  

We know from the quadratic formula  

    
2

42

a
acbbm −±−

=  

we have   
a
bm −=2  

Therefore    

   mx
mx

mx
mx xedx

e
eey == ∫ 2

2
2  

Hence the general solution is   

   mxmxmx exccxececy )( 2121 +=+=  

Case 3: Complex Roots 

If the auxiliary equation has complex roots βα i±  then, with  

   βα im +=1  and βα im −=2  

Where α >0 and β >0 are real, the general solution of the differential equation is 

   xixi ececy )(
2

)(
1

βαβα −+ +=  

First we choose the following two pairs of values of 21  and cc  

    121 == cc    

   11 21 −== ,cc  

Then we have 

xixi

xixi

eey
eey

)()(
2

)()(
1

βαβα

βαβα

−+

−+

−=
+=  

We know by the Euler’s Formula that 

   ∈+= θθθθ      ,sincos iei R  

Using this formula, we can simplify the solutions 1y and 2y as 
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xieeeey
xeeeey

xxixix

xxixix

β
β

αββα

αββα

sin2)(
cos2)(

2

1
=−=
=+=

−

−
 

We can drop constant to write 

    xxey βα cos1 = ,  xxey βα sin2 =  

The Wronskian   

  ( )  x   βeβxβx , eeW αxαxαx ∀≠= 0sincos 2  

Therefore,  ) sin(  ), cos( xexe xx ββ αα  

form a fundamental set of solutions of the differential equation on ( )∞∞− , . 

Hence general solution of the differential equation is  

  xecxecy xx ββ αα sincos 21 +=  

or  )sincos( 21 xcxcey x ββα +=  

Example: 
Solve          

 0352 =−′−′′ yyy  

Solution: 

The given differential equation is  

  0352 =−′−′′ yyy  

Put   mxey =  

Then      mxmx emy,mey 2   =′′=′  

Substituting in the give differential equation, we have 

   ( ) 0 352 2 =−− mxemm  

Since xemx    0 ∀≠ , the auxiliary equation is 
   0   as      0352 2 ≠=−− mxemm  

   ( ) ( ) 3  ,
2
103 12 −=⇒=−+ mmm  

Therefore, the auxiliary equation has distinct real roots 

   3  and  
2
1

21 =−= mm  

Hence the general solution of the differential equation is 

   xx ececy 3
2

)2/1(
1 += −  
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Example 2 

Solve  02510 =+′−′′ yyy  

Solution:     

We put  mxey =  

Then mxmx emyme 2,y =′′=′  

Substituting in the given differential equation, we have 

  0)2510( 2 =+− mxemm  

Since xemx   0∀≠ , the auxiliary equation is 

  025102 =+− mm  

  ( ) 05 2 =−m ⇒ 5 ,5=m  

Thus the auxiliary equation has repeated real roots i.e  

  21 5 mm ==   

Hence general solution of the differential equation is 

  xx xececy 5
2

5
1 +=  

or  xexccy 5
21 )( +=  

Example 3 
Solve the initial value problem 

  ( ) ( ) 2010
0134
=′=
=+′−′′

y,  -y
yyy

 

Solution: 

Given that the differential equation 

  0134 =+′−′′ yyy  

Put                 mxey =  
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Then  mxmx emy,  mey 2=′′=′  

Substituting in the given differential equation, we have:   

  0)134( 2 =+− mxemm    

Since xemx ∀≠ 0 , the auxiliary equation is 

   01342 =+− mm  

 
By quadratic formula, the solution of the auxiliary equation is 

  im 32
2

52164
±=

−±
=  

Thus the auxiliary equation has complex roots 
  imim 32       ,32 21 −=+=  
Hence general solution of the differential equation is 
  ( )xcxcey x 3sin3cos 21

2 +=  

Example 4  
Solve the differential equations 

(a)   02 =+′′ yky  

(b)  02 =−′′ yky  
Solution 
First consider the differential equation 
   02 =+′′ yky , 

Put    mxey =   

Then  mxmx emymey 2  and  =′′=′  
Substituting in the given differential equation, we have: 
   ( ) 0  22 =+ mxekm  

Since xemx ∀≠ 0 , the auxiliary equation is 
   022 =+ km  
or   , kim ±=   
Therefore, the auxiliary equation has complex roots 
  kimkim −=+= 0    ,0 21  
Hence general solution of the differential equation is  
  kxckxcy sincos 21 +=  
Next consider the differential equation 

   02
2

2

=− yk
dx

yd  

Substituting values , and yy ′′ we have. 
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   ( ) 022 =− mxekm  

 Since ,0≠mxe the auxiliary equation is 
   022 =− km  
           ⇒  km ±=  
Thus the auxiliary equation has distinct real roots  
   kmkm −=+= 21   ,  
Hence the general solution is 

   .21
kxkx ececy −+=  

 
Higher Order Equations 
If we consider nth order homogeneous linear differential equation 

 0011

1
1 =++++

−

−

− ya
dx
dya

dx
yda

dx
yda n

n
nn

n
n   

Then, the auxiliary equation is an nth degree polynomial equation  
 001

1
1 =++++ −
− amamama n

n
n

n   
Case 1: Real distinct roots 
If the roots nmmm ,,, 21  of the auxiliary equation are all real and distinct, then the 
general solution of the equation is 
  xm

n
xmxm necececy +++= 21 21  

Case 2: Real & repeated roots 
We suppose that 1m  is a root of multiplicity n  of the auxiliary equation, then it can be 
shown that  
  xmnxmxm exxee 111 1,,, −  
are n  linearly independent solutions of the differential equation. Hence general solution 
of the differential equation is  
  xmn

n
xmxm excxececy 111 1

21
−+++=   

Case 3: Complex roots 
Suppose that coefficients of the auxiliary equation are real. 

 We fix n at 6, all roots of the auxiliary are complex, namely  
 1 1 2 2 3 3,     ,i i iα β α β α β± ± ±  

 Then the general solution of the differential equation  
1 2

3

1 1 2 1 3 2 4 2

5 3 6 3

( cos sin ) ( cos sin )

( cos sin )

x x

x

y e c x c x e c x c x

e c x c x

α α

α

β β β β

β β

= + + +

+ +
 

 If 6=n , two roots of the auxiliary equation are real and equal and the remaining 
4 are complex, namely 2211     , βαβα ii ±±  
Then the general solution is 

xmxmxx xececxcxcexcxcey 1121 6524231211 )sincos()sincos( +++++= ββββ αα  
 If βα im +=1  is a complex root of multiplicity k of the auxiliary equation. Then 

its conjugate βα im −=2  is also a root of multiplicity k . Thus from Case 2 , the 
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differential equation has k2 solutions 
 ( ) ( ) ( ) ( )xikxixixi exexxee βαβαβαβα +−+++ 12 ,,  ,  ,   

 ( ) ( ) ( ) ( )xikxixixi exexxee βαβαβαβα −−−−− 12 ,,  ,  ,   
 By using the Euler’s formula, we conclude that the general solution of the 

differential equation is a linear combination of the linearly independent solutions 
 xexxexxxexe xkxxx ββββ αααα cos,,cos  ,cos  ,cos 12 −  

 xexxexxxexe xkxxx ββββ αααα sin,,sin  ,sin  ,sin 12 −  
 Thus if 3=k  then 

 ( ) ( ) ][ sincos 2
321

2
321 xxdxddxxcxccey x ββα +++++=  

 
Solving the Auxiliary Equation 

Recall that the auxiliary equation of nth degree differential equation is nth degree 
polynomial equation  

 Solving the auxiliary equation could be difficult 
  2n   ,0)( >=mPn  

 One way to solve this polynomial equation is to guess a root 1m . Then 1mm −  is a 
factor of the polynomial )(mPn . 

 Dividing with 1mm −  synthetically or otherwise, we find the factorization   
  )( )()( 1 mQmmmPn −=  

 We then try to find roots of the quotient i.e. roots of the polynomial equation  
  0)( =mQ  

 Note that if 
q
pm =1  is a rational real root of the equation 

  2n   ,0)( >=mPn  
then p  is a factor of 0a and q  of na .  

 By using this fact we can construct a list of all possible rational roots of the 
auxiliary equation and test each of them by synthetic division. 

Example 1 
Solve the differential equation 

  043 =−′′+′′′ yyy  

Solution:  

Given the differential equation 

 043 =−′′+′′′ yyy  
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Put mxey =  

Then mxmxmx emyemyme 3///2///    and  ,y ===  

Substituting this in the given differential equation, we have 

 0)43( 23 =−+ mxemm  

Since  0≠mxe  

Therefore     043 23 =−+ mm  

So that the auxiliary equation is 

     043 23 =−+ mm  
Solution of the AE 
 
If we take 1=m  then we see that 
 043143 23 =−+=−+ mm  
Therefore 1=m  satisfies the auxiliary equations so that  m-1 is a factor of the polynomial 

 4233 −+ mm  
By synthetic division, we can write  
 ( )( )44143 223 ++−=−+ mmmmm  

or 223 )2)(1(43 +−=−+ mmmm  

Therefore 043 23 =−+ mm  
 0)2)(1( 2 =+−⇒ mm  

or  2,2,1 −−=m  
Hence solution of the differential equation is  
 xxx xecececy 2

3
2

21
−− ++=  

 
Example 2  
Solve 
 041053 ////// =−++ yyyy  
Solution: 
Given the differential equation 
 041053 ////// =−++ yyyy  

Put mxey =  

Then mxmxmx emyemyme 3///2///    and  ,y ===  
 Therefore the auxiliary equation is 
    041053 23 =−++ mmm     
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Solution of the auxiliary equation: 
 

a) 4−=a and all its factors are: 
 4 ,2 ,1                 : ±±±p  

b) 3=na and all its factors are: 
 3  1,                 : ±±q  

c) List of possible rational roots of the auxiliary equation is 

 
3
4,

3
4,

3
2,

3
2,

3
1,

3
1 4, 4,- 2, 2,- 1, 1,-              : −−−

q
p  

d) Testing each of these successively by synthetic division we find 

 
 0          12        6        3      

   4   21
41053  

3
1 −



  

Consequently a root of the auxiliary equation is 
  31=m  
The coefficients of the quotient are 
 12      6     3  

Thus we can write the auxiliary equation as: 

 ( ) ( ) 01263 31 2 =++− mmm  

 0
3
1
=−m       or 01263 2 =++ mm  

Therefore 31or        31 imm ±−==  

Hence solution of the given differential equation is 

 

 ( )xcxcxeecy x 3sin3cos 32
)3/1(

1 +−+=  

Example 3  
Solve the differential equation 

 02 2

2

4

4
=++ y

dx
yd

dx
yd  

Solution:  
Given the differential equation 

 02 2

2

4

4
=++ y

dx
yd

dx
yd  

Put mxey =  
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Then mxmx emymey 2  , =′′=′  

Substituting in the differential equation, we obtain 

 ( ) 0  12 24 =++ mxemm  

Since 0≠mxe , the auxiliary equation is 

 012 24 =++ mm  

 0)1( 22 =+m  

 iim ±±=⇒   ,   

 imm == 31    and  imm  42 −==  

 

Thus i is a root of the auxiliary equation of multiplicity 2 and so is i− .  

Now 0=α  and 1=β  

Hence the general solution of the differential equation is 

 [ ]xxddxxccey x sin)(cos)( 2121
0 +++=  

or xxdxxcxdxcy sincossincos 2211 +++=  

   
Exercise 

Find the general solution of the given differential equations. 

1. 08// =− yy  
2. 023 /// =+− yyy  
3. 04 /// =−+ yyy  
4. 0432 /// =+− yyy  
5. 044 ////// =++ yyy  
6. 05 ///// =+ yy  
7. 01243 ////// =−−+ yyyy  

Solve the given differential equations subject to the indicated initial conditions. 

8.       ,0652 ////// =−−+ yyyy 1)0(,0)0()0( /// === yyy  

9. 04

4

=
dx

yd , 5)0(,4)0(,3)0(,2)0( ////// ==== yyyy  
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10. 04

4
=− y

dx
yd

, 1)0(,0)0()0()0( ////// ==== yyyy  
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Lecture 6 
 
Method of Undetermined Coefficients-Superposition Approach 
 
Recall  
 
1.  That a non-homogeneous linear differential equation of order n  is an equation of the 

form 

 )(011

1

1 xgya
dx
dya

dx
yda

dx
yda n

n

nn

n

n =++++ −

−

−   

The co efficients naaa ,,, 10  can be  f unctions o f x . H owever, w e w ill di scuss 
equations with constant coefficients. 

 
2. That to obtain the general solution of a non-homogeneous linear differential equation 

we must find: 
 

 The c omplementary f unction cy , w hich i s general s olution of  t he a ssociated 

homogeneous differential equation. 
 Any particular solution py of the non-homogeneous differential equation. 

 
3. That the general solution of the non-homogeneous linear differential equation is given 

by 
 
 General solution = Complementary function + Particular Integral 

 
  
 

Finding  
 
Complementary f unction ha s be en di scussed i n t he pr evious l ecture. In t he ne xt three 
lectures w e w ill d iscuss me thods f or f inding a  p articular in tegral f or t he non -
homogeneous equation, namely 
 

 The method of undetermined coefficients-superposition approach 
 The method undetermined coefficients-annihilator operator approach. 
 The method of variation of parameters. 

  
The Method of Undetermined Coefficient 
 
The method of undetermined coefficients developed here is limited to non-homogeneous 
linear differential equations 
 

 That have constant coefficients, and  
 Where the function )(xg  has a specific form. 
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The form of )(xg  
 
The input function )(xg  can have one of the following forms: 

 A constant function k.  
 A polynomial function  
 An exponential function ex 
 The trigonometric functions ) cos(  ), sin( xx ββ   
 Finite sums and products of these functions. 

Otherwise, we cannot apply the method of undetermined coefficients. 
 
The method 
Consist of performing the following steps. 
      Step 1 Determine the form of the input function )(xg . 

Step 2  Assume the general form of 
p

y according to the form of )(xg  

Step 3  Substitute in the given non-homogeneous differential equation. 
Step 4  Simplify and equate coefficients of like terms from both sides. 
Step 5  Solve the resulting equations to find the unknown coefficients. 
Step 6  Substitute the calculated values of coefficients in assumed py   

Restriction on g ? 
The input function g is restricted to have one  of  the above s tated forms because o f the 
reason:  
 

 The derivatives of sums and products of polynomials, exponentials etc are again 
sums and products of similar kind of functions. 

 The e xpression pcypbypay ++ ///  has t o be  i dentically e qual t o t he i nput 

function )(xg .  
Therefore, to make an educated guess, py  is assured to have the same form as g . 
 
Caution! 
 

 In addition to the form of the input function )(xg , the educated guess for py must 

take into consideration the functions that make up the complementary function cy . 

 No function in the assumed py must be a solution of the associated homogeneous 

differential equation. This means that the assumed py  should not contain terms 
that duplicate terms in cy . 

Taking for granted that no function in the assumed py is duplicated by a function in cy , 

some forms of g  and the corresponding forms of py are given in the following table. 
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Trial particular solutions 

 
 
If ( )xg equals a sum? 
 
Suppose that  
 

 The input function ( )xg consists of a sum of m terms of the kind listed in the 
above table i.e. 
  ( ) ( ) ( ) ( ).21 xgxgxgxg m+++=   

 The trial forms corresponding to ( ) ( ) ( )xgxgxg m , , , 21   be
mppp yyy ,,,

21
 . 

 
Then the particular solution of the given non-homogeneous differential equation is 
   

mpppp yyyy +++= 
21

  

In other words, the form of py is a linear combination of all the linearly independent 
functions generated by repeated differentiation of the input function )(xg . 
 
 
 
 
 

Number The input function )(xg  The assumed particular solution 
p

y  

1 Any constant e.g. 1 A  
2 75 +x  BAx +  
3 223 −x  cBxAx ++2  
4 13 +− xx  DCxBxAx +++ 23  
5   4sin x  xBxA 4 sin 4 cos +  
6 x4cos  xBxA 4 sin 4 cos +  
7 xe5  xAe5  
8 xex 5)29( −  xeBAx 5)( +  

9 xex 52  xeCBxAx 5)2( ++  
10 xxe 4sin3  xxeBxxeA 4sin3 4cos3 +  
11 xx 4sin25  1 1 1 2 2 2

2 2( )cos 4 ( )sin 4A x B x C x A x B x C x+ + + + +  

12 xxxe 4cos3  xxeDCxxxeBAx 4sin3)(4cos3)( +++  

49 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Example 1  
Solve  63224 2/// +−=−+ xxyyy  
Solution:  
 
Complementary function 
To find cy , we first solve the associated homogeneous equation  

024 /// =−+ yyy  

We put   mxey = ,   mxemymxmey 2  , =′′=′  
Then the associated homogeneous equation gives 

   0)24( 2 =−+ mxemm  
 Therefore, the auxiliary equation is 

xmxemm      ,0   as   0242 ∀≠=−+  
Using the quadratic formula, roots of the auxiliary equation are 
    62 ±−=m  
Thus we have real and distinct roots of the auxiliary equation 
   62    and    62 21 +−=−−= mm   
Hence the complementary function is   

xecxeccy )62()62(
21

+−++−=   

 
 
Next we find a particular solution of the non-homogeneous differential equation. 
 
Particular Integral 
 
Since the input function 

 632)( 2 +−= xxxg   
 

is a quadratic polynomial. Therefore, we assume that 
CBxAxy p ++= 2  

Then  AyBAxy pp 2   and   2 /// =+=  

Therefore CBxAxBAxAyyy ppp 22248224 2/// −−−++=−+  
 
Substituting in the given equation, we have 
 

632222482 22 +−=−−−++ xxCBxAxBAxA  
or 632)242()28(2 22 +−=−++−+− xxCBAxBAAx  
Equating the coefficients of the like powers of x , we have 
 

 2 2A - = , 3-  2B-8A = , 6  2C-4B2A =+  
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Solving this system of equations leads to the values  
 

.9    ,25    ,1 −=−=−= CBA  
 

Thus a particular solution of the given equation is 
  

9
2
52 −−−= xxy p . 

 
Hence, the general solution of the given non-homogeneous differential equation is given 
by 

 pycyy +=   

 

or  xecxecxxy )62(
2

)62(9
2
52

1
+−++−+−−−=  

 
Example 2 
 
Solve the differential equation 
 

  xyyy 3sin2/// =+−  
Solution: 
 
Complementary function  
To find cy , we solve the associated homogeneous differential equation 

   0/// =+− yyy  

Put   mxey = ,  mxemymxmey 2  , =′′=′  
Substitute in the given differential equation to obtain the auxiliary equation  

   012 =+− mm  or 
2

 31 im ±
=    

Hence, the auxiliary equation has complex roots. Hence the complementary function is 

   







+= xcxcxecy

2
3

2
3)2/1( sincos 21  

Particular Integral 
Since successive differentiation of  

xxg 3sin)( =  
produce   xx 3cos    and     3sin    
Therefore, we include both of these terms in the assumed particular solution, see table 
 

.3sin3cos xBxApy +=  

51 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Then   .3cos33sin3 xBxApy +−=′  

   .3sin93cos9 xBxApy −−=′′    

Therefore  .3sin)83(3cos)38(/// xBAxBAyyy ppp −+−−=+−  
Substituting in the given differential equation 
   .3sin23cos03sin)83(3cos)38( xxxBAxBA +=−+−−  
From the resulting equations 

283  ,038 =−=−− BABA  
Solving these equations, we obtain 
   73/16,73/6 −== BA  
A particular solution of the equation is  

xxpy 3sin
73
163cos

73
6

−=  

 Hence the general solution of the given non-homogeneous differential equation is 

           xxxcxcxey 3sin
73
163cos

73
6

2
3

2
3)2/1( sincos 21 −+








+=  

Example 3 
Solve     xxexyyy 2/// 65432 +−=−−  
Solution:   
Complementary function 
To find cy , we solve the associated homogeneous equation  

032 /// =−− yyy   

Put   mxey = ,  mxemymxmey 2  , =′′=′    
Substitute in the given differential equation to obtain the auxiliary equation 

   
0)3)(1(

0322

=−+⇒
=−−

mm
mm

 

   3 ,1−=m  
Therefore, the auxiliary equation has real distinct root 
   3 2 ,11 =−= mm  

Thus the complementary function is  
xecxeccy 3

21 +−= . 

Particular integral 

Since    )()(26)54()( 21 xgxgxxexxg +=+−=  
Corresponding to )(1 xg   BAxy

p
+=

1
  

Corresponding to )(2 xg  xeDCxy
p

2)(
2

+=  

The superposition principle suggests that we assume a particular solution 
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21 ppp yyy +=       

i.e.       xeDCxBAxy p
2 )( +++=  

Then    xCexeDCxAy p
22 )(2 +++=′  

   xCexeDCxy p
242 )(4 ++=′′  

Substituting in the given  

 
xxxx

xxxx
ppp

DeCxeBAxCeDe

CxeACeDeCxeyyy
2222

2222///

333324                                   

42444    32

−−−−−−

−−++=−−
 

Simplifying and grouping like terms 
 

.654)32(332332 222/// xxx
ppp xexeDCCxeBAAxyyy +−=−+−−−−=−−  

Substituting in the non-homogeneous differential equation, we have 
  xxxx exexeDCCxeBAAx 2222 0654)32(3323 ++−=−+−−−−  

Now equating constant terms and coefficients of x , xxe2 and xe2 , we obtain  
532 −=−− BA , 4          3 =− A  

6          3 =− C ,    032 =− DC  
Solving these algebraic equations, we find 

34         ,2
923     ,34

-DC
BA
=−=
=−=

 

Thus, a particular solution of the non-homogeneous equation is   
xx

p e xexy 22 )3(42)923()34( −−+−=  
The general solution of the equation is  
  

 xx
pc execxecyyy 22x3

21 )3(4-e x 2)923() 34( −+−+−=+=  
 
Duplication between py  and cy ? 

 If a f unction i n t he a ssumed py  is a lso pr esent i n cy  then t his f unction i s a 
solution of  t he a ssociated hom ogeneous di fferential e quation. In t his c ase t he 
obvious assumption for the form of py  is not correct. 

 In this case we suppose that the input function is made up of terms of n kinds i.e. 
  )()()()( 21 xgxgxgxg n+++=   
and c orresponding t o t his i nput f unction t he a ssumed pa rticular s olution py is  

  
npppp yyyy +++= 

21
 

 If a 
ipy contain terms that duplicate terms in cy , then that 

ipy must be multiplied 

with nx , n  being the least positive integer that eliminates the duplication. 
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Example 4  
Find a particular solution of the following non-homogeneous differential equation 

    xeyyy 845 /// =+−  
Solution:   
 
To find cy , we solve the associated homogeneous differential equation   

  045 /// =+− yyy  

 We put mxey =  in the given equation, so that the auxiliary equation is  

4 ,1    0452 =⇒=+− mmm  

Thus   xx
c ececy 4

21 +=  

Since    xexg 8)( =  
Therefore,     x

p Aey =   
Substituting in the given non-homogeneous differential equation, we obtain 

xexAexAexAe 845 =+−  
So    xe80 =   
Clearly we have made a wrong assumption for py , as we did not remove the duplication. 
 
 
Since xAe  is present in cy . Therefore, it is a solution of the associated homogeneous 
differential equation 
    045 /// =+− yyy  

To avoid this we find a particular solution of the form  
x

p Axey =   

We notice that there is no duplication between cy  and this new assumption for py  

Now   xxxx
p AeAxeAeAxey 2y     , //

p
/ +=+=   

Substituting in the given differential equation, we obtain 
.84552 xxxxxx eAxeAeAxeAeAxe =+−−+  

or    .3883 −=⇒=− AeAe xx  
So that a particular solution of the given equation is given by  

x
p ey )38(−=   

Hence, the general solution of the given equation is  
 
   4

21 (8 / 3)  x x xy c e c e x e= + −  
 
 
 
Example 5  
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Determine the form of the particular solution 
 

(a)     xexexyyy −−−=+− 73525/8//  
(b)   .cos4// xxyy =+  
 
Solution:  
 
(a)  To find cy  we solve the associated homogeneous differential equation 

0258 /// =+− yyy  

Put   mxey =   
Then the auxiliary equation is  

immm 3402582 ±=⇒=+−   
Roots of the auxiliary equation are complex 

)3sin23cos(4
1 xcxcxecy +=  

The input function is 

   xexxexexxg −−=−−−= )735(735)(  
Therefore, we assume a particular solution of the form  

xeDCxBxAxpy −+++= )23(  

Notice th at th ere is  no duplication between t he t erms i n py and th e te rms in cy . 
Therefore, while proceeding further we can easily calculate the value CBA  , ,  and D . 
 
(b) Consider the associated homogeneous differential equation  

04// =+ yy  
Since             xxxg cos)( =   
Therefore, we assume a particular solution of the form 

xDCxxBAxy p sin)(cos)( +++=  
Again observe that there is no duplication of terms between cy  and py   
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Example 6  
Determine the form of a particular solution of       
    // / 2 63 5sin 2 7 xy y y x x xe− + = − +  
 
Solution:  
To find cy , we solve the associated homogeneous differential equation 

   0/// =+− yyy  

Put   mxey =  
Then the auxiliary equation is 

   
2

31012 immm ±
=⇒=+−  

Therefore   







+= xcxcxecy

2
3sin22

3cos1
)2/1(  

Since   1

2 6
2 3( ) 3 5sin 2 7 ( ) ( ) ( )xg x x x xe g x g x g x= − + = + +  

 
Corresponding to 2

1 3)( xxg = :  CBxAxy p ++= 2
1

 

Corresponding to 2 ( ) 5sin 2g x x= − :  xExDy p 2sin2cos
2

+=  

Corresponding to 6
3( ) 7 xg x xe=   :  )(

3
GFxy p += e6x 

 

Hence, the assumption for the particular solution is   

321 pppp yyyy ++=   

or  6x2 )(2sin2cos eGFxxExDCBxAxy p ++++++=  
No term in this assumption duplicate any term in the complementary function 

xx
c ececy 7

2
2

1 +=  
Example 7 
Find a particular solution of   

xeyyy =+− /// 2  
Solution: 
Consider the associated homogeneous equation 

  02 /// =+− yyy  
Put    mxey =  
Then the auxiliary equation is  

1  ,1            
0)1(12 22

=⇒
=−=+−

m
mmm  

Roots of the auxiliary equation are real and equal. Therefore, 
xx

c xececy 21 +=  
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Since    xexg =)(  
Therefore, we assume that  

x
p Aey =  

This assumption fails because of duplication between cy  and py . We multiply with x  
Therefore, we now assume    

x
p Axey =  

However, the duplication is still there. Therefore, we again multiply with x  and assume 
x

p eAxy 2=  

Since there is no duplication, this is acceptable form of the trial py   

x
p exy 2

2
1

=  

Example 8 
Solve the initial value problem 

2)(y0,)y(

             ,sin104
/

//

==

+=+

ππ

xxyy
 

Solution  
Consider the associated homogeneous differential equation 

0// =+ yy  
Put    mxey =   
Then the auxiliary equation is  

imm  012 ±=⇒=+  
The roots of the auxiliary equation are complex. Therefore, the complementary function 
is 

xcxcyc sincos 21 +=  
Since   )()(sin104)( 21 xgxgxxxg +=+=  
Therefore, we assume that 

  sincos C     , 
21

xDxyBAxy pp +=+=  

So that  xDxBAx sincos Cyp +++=  
Clearly, there is duplication of the functions xcos and xsin . To remove this duplication 
we multiply 

2py with x . Therefore, we assume that 

  .sincos xC xDxxBAxy p +++=  

  2 sin cos 2 cos sinpy C x Cx x D x Dx x′′ = − − + −  

So that  xDxBAx cosx2sin C2yy p
//

p +−+=+  
Substituting into the given non-homogeneous differential equation, we have  

xxxDxBAx sin104cosx2sin C2 +=+−+  
Equating constant terms and coefficients of x , xsin , xx cos , we obtain 
  02  ,102  ,4  ,0 ==−== DCAB  
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So that  0  ,5 ,0 ,4 =−=== DCBA  
Thus    xxxy p cos54 −=  
Hence the general solution of the differential equation is  

xxxcxcyyy pc cos5- x4sincos 21 ++=+=  

We now apply the initial conditions to find 1c  and 2c . 
0cos54sincos0)( 21 =−++⇒= ππππππ ccy  

Since   1cos,0sin −== ππ  
Therefore    91 π=c  

 Now   xxxxcxy cos5sin54cossin9 2
/ −+++−= π   

Therefore 2cos5sin54cossin92)( 2
/ =−+++−⇒= πππππππ cy  

 7.c2                          =∴  
Hence the solution of the initial value problem is  

.cos54sin7cos9 xxxxxy −++= π  
Example 9  
Solve the differential equation 

         122696 32/// xexyyy −+=+−  
Solution:  
The associated homogeneous differential equation is 
   096 /// =+− yyy  

Put mxey =  
Then the auxiliary equation is  
  3 ,30962 =⇒=+− mmm  
Thus the complementary function is 

xx
c xececy 3

2
3

1 +=   

Since   )()(12)2()( 21
32 xgxgexxg x +=−+=  

We assume that 
Corresponding to 2)( 2

1 += xxg :   CBxAxy p ++= 2
1

 

Corresponding to xexg 3
2 12)( −= :   x

p Dey 3
2
=  

Thus the assumed form of the particular solution is  
x

p DeCBxAxy 32 +++=  

The function xe3 in 
2py is duplicated between cy  and py . Multiplication with x  does not 

remove t his dupl ication. H owever, i f w e m ultiply 
2py with 2x , t his dupl ication i s 

removed. 
Thus the operative from of a particular solution is 

x
p eDxCBxAxy 322 +++=  

58 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Then   xx
p eDxDxeBAxy 323 322 +++=′  

and   xxx
p eDxDxeDeAy 3233 9622 +++=′′   

Substituting into the given differential equation and collecting like term, we obtain 
xx

ppp exDeBAxBAAxy 3232/// 12262C962)912(9y6y −+=++−++−+=+−

Equating constant terms and coefficients of 2, xx  and xe3 yields 
 0912     2,C962 =+−=+− BABA  
 122                        ,6  9 −== DA  

Solving these equations, we have the values of the unknown coefficients 
 -6D  and   32,98,32 ==== CBA  

Thus   x
p exxxy 322 6

3
2

9
8

3
2

−++=   

Hence the general solution  

.6
3
2

9
8

3
2yy 3223

2
3

1pc
xxx exxxxececy −++++=+=  

Higher –Order Equation 
The method of undetermined coefficients can also be used for higher order equations of 
the form 

)(... 011

1

1 xgya
dx
dya

dx
yda

dx
yda n

n

nn

n

n =++++
−

−

−  

with constant coefficients. The only requirement is that )(xg consists of the proper kinds 
of functions as discussed earlier. 
 
Example 10 
Solve    xeyy x cos///// =+  
Solution: 
To find the complementary function we solve the associated homogeneous differential 
equation  

0///// =+ yy  

Put     mxmxmx emymeyey 2,, =′′=′=  
Then the auxiliary equation is  

0   23 =+ mm  
or   1,0,00)1(2 −=⇒=+ mmm  
The auxiliary equation has equal and distinct real roots. Therefore, the complementary 
function is 

x
c ecxccy −++= 321  

Since     xexg x cos)( =  
Therefore, we assume that 

xBexAey xx
p sincos +=   
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Clearly, there is no duplication of terms between cy  and py .  

Substituting the derivatives of py  in the given differential equation and grouping the like 
terms, we have 

.cossin)24(cos)42(///// xexeBAxeBAyy xxx
pp =−−++−=+  

Equating the coefficients, of xex cos  and xex sin , yields 
024,142 =−−=+− BABA  

Solving these equations, we obtain 
   5/1,10/1 =−= BA  
So that a particular solution is 

xexeecxccy xxx
p sin)5/1(cos)10/1(321 +−++= −  

Hence the general solution of the given differential equation is 
   xexeecxccy xxx

p sin)5/1(cos)10/1(321 +−++= −  
Example 12 
Determine the form of a particular solution of the equation 
   xeyy −−=′′′+′′′′ 1  
Solution: 
Consider the associated homogeneous differential equation 
   0=′′′+′′′′ yy  
The auxiliary equation is  
  1 ,0 ,0 ,0034 −=⇒=+ mmm  
Therefore, the complementary function is 
  x

c ecxcxccy −+++= 4
2

321  
 
Since  )()(1)( 21 xgxgexg x +=−= −  
 
Corresponding to 1)(1 =xg :   Apy =1

 

Corresponding to xexg −−=)(2 :  x
p Bey −=

2
   

Therefore, the normal assumption for the particular solution is 
   x

p BeAy −+=   
Clearly there is duplication of  

(i) The constant function between cy  and 1py . 

(ii) The exponential function xe− between cy  and 2py . 

To remove this duplication, we multiply 1py with 3x  and 
2py with x . This duplication 

can’t be removed by multiplying with x and 2x .  Hence, the correct assumption for the 
particular solution py is 
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x
p BxeAxy −+= 3  

Exercise 
 
Solve the following differential equations using the undetermined coefficients. 
 

1.            2
4
1 2/// xxyyy +=++  

 
2.            26100208 2/// xxexyyy −=+−  

 
3.          483 32// xexyy −=+  

 
4.          2cos344 /// xyyy =−−  

 
5.            2sin)3(4 2// xxyy −=+  

 
6.            6425 23/// +−−=− xxxyy  

 
7.            )sin3(cos22 2/// xxeyyy x −=+−  

 
Solve the following initial value problems. 
 

8.           5020    ,)3(44 2///  )(,y) y(exyyy /x ==+=++ −  
 

9. 0)0(,0)0(        ,cos /
0

2
2

2

===+ xxtFx
dt

xd γω  

 
10.           4)0(,30   50    ,8528 //2///  y)(y,) y(exyy /x −==−=+−=+ −  
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Lecture 7 

 
Undetermined Coefficient: 

 Annihilator Operator Approach 
 
 
Recall  
 
1.  That a non-homogeneous linear differential equation of order n  is an equation of the 

form 

 )(011

1
1 xgya

dx
dya

dx
yda

dx
yda

n

n
nn

n
n =++++

−

−

−   

       The following differential equation is called the associated homogeneous equation 

  0011

1
1 =++++

−

−

− ya
dx
dya

dx
yda

dx
yda n

n
nn

n
n   

The co efficients naaa ,,, 10  can be  f unctions o f x . H owever, w e w ill di scuss 
equations with constant coefficients. 
 

2. That to obtain the general solution of a non-homogeneous linear differential equation 
we must find: 

 
 The c omplementary f unction cy , w hich i s general s olution of  t he a ssociated 

homogeneous differential equation. 
 Any particular solution py of the non-homogeneous differential equation. 

 
3. That the general solution of the non-homogeneous linear differential equation is given 

by 
 
  General Solution = Complementary Function + Particular Integral 
 

 Finding t he c omplementary f unction ha s be en c ompletely d iscussed i n an  
earlier lecture 

 
 In the previous lecture, we studied a method for finding particular integral of the 

non-homogeneous e quations. T his w as t he method of undetermined coefficients 
developed from the viewpoint of superposition principle.   

 
 In t he p resent l ecture, we w ill le arn to  f ind particular in tegral o f th e n on-

homogeneous equations by the same method utilizing the concept of differential 
annihilator operators. 
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Differential Operators 
 

 In calculus, t he d ifferential co efficient dxd /  is of ten de noted b y t he capital 
letter D . So that 

    Dy
dx
dy

=  

The symbol D  is known as differential operator. 
 

 This operator transforms a differentiable function into another function, e.g. 
  xxDxxxxDeeD xx 2sin2)2(cos  ,1215)65(  ,4)( 22344 −=−=−=   
 

 The differential operator D  possesses the property of linearity. This means that if 
gf  , are two differentiable functions, then    

   )()()}()({ xbDgxaDfxbgxafD +=+         
Where a  and b  are constants. Because of this property, we say that D  is a linear 
differential operator. 
 

 Higher order derivatives can be expressed in terms of the operator D  in a natural 
manner: 

yDDyD
dx
dy

dx
d

xd
yd 2

2

2
)( ==






=  

 Similarly  

   yD
xd
ydyD

dx
yd n

n

n
==  ,,3

3

3
  

 
 The f ollowing pol ynomial e xpression of  de gree n  involving t he ope rator D   

  01
1

1 aDaDaDa n
n

n
n ++++ −

−   
is also a linear differential operator.   

For example, the following expressions are all linear differential operators   
       3+D , 432 −+ DD , DDD 465 23 +−   
 
Differential Equation in Terms of D 
 
Any linear differential equation can be expressed in terms of the notation D . Consider a    
2nd order equation with constant coefficients 
   )(/// xgcybyay =++    

Since   yD
dx

ydDy
dx
dy 2

2

2
, ==  

Therefore the equation can be written as   
)(2 xgcybDyyaD =++    
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or   )()( 2 xgycbDaD =++  
 
Now, we define another differential operator L as 
   cbDaDL ++= 2    
Then the equation can be compactly written as  
   )()( xgyL =  
The operator L  is a second-order linear differential operator with constant coefficients.   
 
Example 1 
Consider the differential equation  

352/// −=++ xyyy   

Since    yD
dx

ydDy
dx
dy 2

2

2
, ==  

Therefore, the equation can be written as 
  35)2( 2 −=++ xyDD  
Now, we define the operator L as 

22 ++= DDL  
Then the given differential can be compactly written as  
  35)( −= xyL  
 
Factorization of a differential operator   
 

 An nth-order linear differential operator  
  01

1
1 aDaDaDaL n

n
n

n ++++= −
−     

with co nstant co efficients can  b e f actorized, w henever t he characteristics 
polynomial equation 
 01

1
1 amamamaL n

n
n

n ++++= −
−   

can be factorized.  
 

 The factors of a linear differential operator with constant coefficients commute. 
 
Example 2 
  
(a) Consider the following 2nd order linear differential operator 
  652 ++ DD  

If we treat D  as an algebraic quantity, then the operator can be factorized as 
)3)(2(652 ++=++ DDDD   

(b)  To illu strate th e c ommutative p roperty o f th e factors, w e co nsider a  t wice-
differentiable function )(xfy = . Then we can write  

   yDDyDDyDD )2)(3()3)(2()65( 2 ++=++=++  
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To verify this we let  
yyyDw 3)3( +′=+=  

Then  
wDwwD 2   )2( +=+  

or  )62()3(   )2( //// yyyywD +++=+  

or  yyywD 65)2( /// ++=+  

or  yyyyDD 65)3)(2( /// ++=++  
 
Similarly if we let  

  )2()2( / yyyDw +=+=   

Then   )63()2(3)3( //// yyyywDwwD +++=+=+  

or  yyywD 65)3( /// ++=+  

or  yyyyDD 65)2)(3( /// ++=++  
 
Therefore, we can write from the two expressions that 
  yDDyDD )3)(2()2)(3( ++=++    
 
Hence  yDDyDD )3)(2()2)(3( ++=++  

 
Example 3 

(a) The operator 12 −D  can be factorized as  
                                          ( ) ( ) .  1 1        12 −+=− DDD  

 or   ( ) ( )1 1-D        12 +=− DD  

(b) The operator 22 ++ DD  does not factor with real numbers. 
 
Example 4 
The differential equation  

044 =+′+′′ yyy  
 can be written as  
             ( ) 0442 =++ yDD    
or   ( ) 0)2(2 =++ yDD    
or   ( ) .02 2 =+ yD   
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Annihilator Operator 
 
Suppose that  

 L is a linear differential operator with constant coefficients.  
 y = f(x) defines a sufficiently differentiable function. 
 The function f is such that  L(y)=0 

Then the differential operator L is said to be an annihilator operator of the function f.  
  
Example 5 
Since  

 0,Dx =  ,02 =xD  ,023 =xD    ,034 =xD  
Therefore, the differential operators 
       D ,  2D , 3D ,    ,4D  
are annihilator operators of the following functions 
       ,   ,   ,   ),constant a( 32 xxxk  
 
In general, the differential operator nD  annihilates each of the functions  

                                12 ,,,,1 −nxxx   
Hence, we conclude that the polynomial function  

   1
110

−
−+++ n

n xcxcc   
can be annihilated by finding an operator that annihilates the highest power of .x  
 
Example 6 
Find a differential operator that annihilates the polynomial function 

32 851 xxy +−= . 
Solution     
 
Since   ,034 =xD   

Therefore  ( ) .0851 3244 =+−= xxDyD  

Hence, 4D  is the differential operator that annihilates the function .y  
 
Note that the functions that are annihilated by an nth-order linear differential operator L  
are s imply t hose f unctions t hat c an b e obt ained f rom t he general s olution of  t he 
homogeneous differential equation  

.0)( =yL  
 
Example 7 
Consider the homogeneous linear differential equation of order n  
        0)( =− yD nα  
The auxiliary equation of the differential equation is 
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         0)( =− nm α  
⇒         )  times(  ,,, nm ααα =   
 
Therefore, t he auxiliary eq uation h as a r eal r oot α of mu ltiplicity n . S o t hat t he 
differential equation has the following linearly independent solutions: 

                                              .,,,,  1 2  xnxxx exexxee αααα −    
Therefore, the general solution of the differential equation is 
          xn

n
xxx excexcxececy αααα 12

321
−++++=   

So that the differential operator 
    nD )( α−  
annihilates each of the functions 

      xnxxx exexxee  1 2   ,  , , , αααα −  
 
Hence, as  a  co nsequence o f t he fact t hat t he d ifferentiation can b e p erformed t erm by 
term, the differential operator 

 nD )( α−   
annihilates the function 
    xn

n
xxx excexcxececy αααα 12

321
−++++=   

 
Example 8 
Find an annihilator operator for the functions 
(a)    xexf 5)( =   

(b)    xx xeexg 22 64)( −=  
 
Solution      
(a)  Since  

( ) .0555 555 =−=− xxx eeeD  
Therefore, the annihilator operator of function f  is given by 
     5−= DL  
We notice that in this case 1  ,5 == nα . 
      
(b) Similarly        
   ( ) ( ) )6)(44( )4)(44(642 2222222 xxxx xeDDeDDxeeD +−−+−=−−  

or ( ) ( ) xxxxxxxx eexexeeexeeD 222222222 242448483232 642 −+−+−=−−  

or ( ) ( ) 0642 222 =−− xx xeeD  
Therefore, the annihilator operator of the function g is given by 

   2)2( −= DL  
We notice that in this case n== 2α . 
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Example 9 
Consider the differential equation 

  ( )( ) 02 222 =++− yDD
n

βαα  
 
The auxiliary equation is 

  ( )( ) 02 222 =++−
n

mm βαα  

⇒   ( ) 02 222 =++− βααmm  
 
Therefore, when βα   ,  are real numbers, we have from the quadratic formula 
 

  
( )

βα
βααα

im ±=
+−±

=
2

442 222
 

 
Therefore, the auxiliary equation has the following two complex roots of multiplicity .n  
  βαβα imim −=+= 21    ,  
 
Thus, t he ge neral s olution of  t he di fferential e quation i s a  l inear c ombination of  t he 
following linearly independent solutions 
  2 1cos ,  cos ,  cos ,  ,  cosx x x n xe x xe x x e x x e xα α α αβ β β β−  

  2 1sin ,  sin ,  sin ,  ,  sinx x x n xe x xe x x e x x e xα α α αβ β β β−  
Hence, the differential operator 
  ( )( ) nDD  2 222 βαα ++−  
is the annihilator operator of the functions 
  2 1cos ,  cos ,  cos ,  ,  cosx x x n xe x xe x x e x x e xα α α αβ β β β−  

  2 1sin ,  sin ,  sin ,  ,  sinx x x n xe x xe x x e x x e xα α α αβ β β β−   
  
Example 10 
If we take  

  1  ,2  ,1 ==−= nβα   
Then the differential operator 

  ( )( ) nDD  2 222 βαα ++−  

becomes 522 ++ DD .   
 
Also, it can be verified that 

  ( ) 02cos 522 =++ − xeDD x   

  ( ) 02sin 522 =++ − xeDD x  
 
 

68 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Therefore, the linear differential operator 
  522 ++ DD   
annihilates the functions 

( )
( ) xexy

xexy
x

x

2sin 

 2cos

2

1
−

−

=

=
 

 
Now, consider the differential equation 
  ( ) 0 522 =++ yDD   
 
The auxiliary equation is 

   
im

mm
 21

0522

±−=⇒
=++  

 
Therefore, the functions  

  
( )
( ) xexy

xexy
x

x

2sin 

 2cos

2

1
−

−

=

=
 

are the two linearly independent  solutions of the differential equation 

   ( )2 2 5 0D D y+ + = , 

 
Therefore, the operator also annihilates a linear combination of 1y  and 2y ,  e.g.   

   1 25 9 5 cos 2 9 sin 2x xy y e x e x− −− = − . 
 
Example 11 
If we take  

  2  ,1  ,0 === nβα   
 

Then the differential operator 
  ( )( ) nDD  2 222 βαα ++−  

becomes  
  12)1( 2422 ++=+ DDD  
  
Also, it can be verified that 

  ( ) 0cos 12 24 =++ xDD   

  ( ) 0  sin 12 24 =++ xDD  
and  
  ( ) 0cos 12 24 =++ xxDD  

  ( ) 0sin 12 24 =++ xxDD  
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Therefore, the linear differential operator 
  12 24 ++ DD   
annihilates the functions 

xxxx
xx

sin   ,cos
sin        ,cos

 

 
Example 12 
Taking 1n  ,0 ==α , the operator  

  ( )( ) nDD  2 222 βαα ++−  
becomes 
   22 βD +  
 
Since  ( ) 0 cos coscos 2222 =+−=+ xxβxβD ββββ  

 ( ) 0 sin sin sin 2222 =+−=+ xxxββD ββββ  
 
Therefore, the differential operator annihilates the functions 
  xxgxxf  sin)(    , cos)( ββ ==  
 
Note that  

 If a linear differential operator with constant coefficients is such that 
    ( ) 01 =yL , ( ) 02 =yL  

i.e. t he o perator L annihilates t he functions 1y and 2y . T hen t he ope rator L  
annihilates their linear combination. 

( ) ( )[ ] 02211 =+ xycxycL .  
This result follows from the linearity property of the differential operator L . 
 

 Suppose t hat 1L and 2L  are l inear o perators w ith co nstant co efficients s uch t hat 
    ( ) ( ) 0     ,0 2211 == yLyL  
and    ( ) ( ) 0     ,0 1221 ≠≠ yLyL  
then the product of these differential operators 21LL  annihilates the linear sum 

 ( ) ( )xyxy 21 +  
So that    ( ) ( )[ ] 02121 =+ xyxyLL  

  
To demonstrate this fact we use the linearity property for writing 

    ( ) ( ) ( )2211212121 yLLyLLyyLL +=+  
  

Since   1221 LLLL =  
 therefore  ( ) ( ) ( )2211122121 yLLyLLyyLL +=+  
 or   ( ) )]([)]([ 2211122121 yLLyLLyyLL +=+  
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 But we know that ( ) ( ) 0     ,0 2211 == yLyL  
 Therefore  ( ) 0]0[]0[ 122121 =+=+ LLyyLL  
 
Example 13 
Find a differential operator that annihilates the function 

xxxf 3sin67)( +−=  
Solution 
 Suppose that 
   xxxxy 3sin6)(y   ,7)( 21 =−=  
  Then 

   
( )

( ) 03sin9)()9(

      0         7          )(
2

2
2

2
1

2

=+=+

=−=

xDxyD

xDxyD
 

Therefore,   )9( 22 +DD  annihilates the function ).(xf  
 
Example 14 
Find a differential operator that annihilates the function 

3( ) x xf x e xe−= +  
Solution 
Suppose that 
   3

1 2( ) ,    y( )x xy x e x xe−= =  
  Then 

   
( ) ( )
( ) ( ) .01    1

  ,0    3      3
2

2
2

3
1

=−=−

=+=+ −

x

x

xeDyD

eDyD
 

Therefore, the product of two operators 
   ( )( )213 −+ DD  

annihilates the given function   xx xeexf += −3)(  
 
Note that  

 The differential operator that annihilates a function is not unique. For example,    
  0 )5( 5 =− xeD ,  

( ) ( ) ,0 1 5 5 =+− xeDD  

( ) 0 5 52 =− xeDD  
Therefore, there are 3 annihilator operators of the functions, namely   
  ( )5−D , ( ) ( )1 5 +− DD , ( ) 25 DD −   
 

 When we seek a  di fferential annihilator for a  function, we want t he operator of  
lowest possible order that does the job. 

 

71 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Exercises 
 
Write th e g iven d ifferential e quation in  th e f orm ( ) ( ),xgyL = where L is a  d ifferential 
operator with constant coefficients. 
 

1. xy
dx
dy sin95 =+  

2. 384 +=+ xy
dx
dy  

3. x
dx
dy

dx
yd

dx
yd 454 2

2

3

3
=+−  

4. xy
dx
dy

dx
yd

dx
yd sin1672 2

2

3

3
−=−+−  

 
Factor the given differentiable operator, if possible. 

5. 49 2 −D  
6. 52 −D  
7. 10132 23 +−+ DDD  
8. 168 24 +− DD  

 
Verify that the given differential operator annihilates the indicated functions 

9. 2412 x/e;   yD =−  

10. x x-;    yD 8sin58cos264  4 =+  
 
Find a differential operator that annihilates the given function. 

11. xxex 63+  
12. xsin1+  
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Lecture 8 

Undetermined Coefficients: 
Annihilator Operator Approach 

 
The method of undetermined coefficients that utilizes the concept of annihilator operator 
approach is also limited to non-homogeneous linear differential equations 

 That have constant coefficients, and  
 Where the function )(xg  has a specific form. 

 
The form of )(xg :The input function )(xg  has to have one of the following forms: 

 A constant function k .  
 A polynomial function  

 An exponential function xe  
 The trigonometric functions ) cos(  ), sin( xx ββ   
 Finite sums and products of these functions. 

Otherwise, we cannot apply the method of undetermined coefficients. 
 
The Method 
 
Consider t he f ollowing non -homogeneous l inear di fferential e quation w ith c onstant 
coefficients of order n  

  )(011

1

1 xgya
dx
dya

dx
yda

dx
yda n

n

nn

n

n =++++ −

−

−   

If L  denotes the following differential operator  
   01

1
1 aDaDaDaL n

n
n

n ++++= −
−   

Then the non-homogeneous linear differential equation of order n  can be written as  
                                     )()( xgyL =   
The f unction )(xg should c onsist of  f inite s ums a nd pr oducts of  t he pr oper ki nd of  
functions as already explained.   
 
The m ethod of  undetermined c oefficients, a nnihilator ope rator a pproach, f or f inding a 
particular integral of the non-homogeneous equation consists of the following steps: 
 
Step 1 Write the given non-homogeneous linear differential equation in the form 
   )()( xgyL =   

Step 2 Find t he c omplementary s olution cy  by f inding t he general s olution of  t he 
 associated homogeneous differential  equation:       

0)( =yL  
Step 3 Operate on bot h s ides of  t he non -homogeneous e quation w ith a  di fferential 
 operator 1L  that annihilates the function g(x). 
Step 4 Find the general solution of the higher-order homogeneous differential equation 
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0)(1 =yLL  
Step 5 Delete al l t hose t erms f rom t he s olution i n s tep 4  t hat a re dupl icated i n t he 
 complementary solution cy , found in step 2.  

Step 6 Form a  l inear c ombination py  of th e te rms th at r emain. T his is  the f orm o f a  
 particular solution of the non-homogeneous differential equation 
   )((y) xgL =    

Step 7 Substitute py  found in step 6 i nto the given non-homogeneous linear differential  
 equation  
   )()( xgyL =   
 Match coefficients of various functions on each side of the equality and solve the 
 resulting system of equations for the unknown coefficients in py . 
Step 8 With the particular integral found in step 7, form the general solution of the given 
 differential equation as: 
      pc yyy +=    
   
 
Example 1 

Solve        2
2

2

423 xy
dx
dy

dx
yd

=++ .                                              

Solution:    

Step 1 Since   yD
dx

ydDy
dx
dy 2

2

2
  , ==  

Therefore, the given differential equation can be written as 
    ( ) 22 4  23 xyDD =++  
Step 2 To find the complementary function cy , we consider the associated homogeneous 
differential equation 
    ( ) 0  23 2 =++ yDD  
The auxiliary equation is 

2 3 2 ( 1)( 2) 0
              1, 2

m m m m
m

+ + = + + =
⇒ = − −

 

Therefore, the auxiliary equation has two distinct real roots.  
    11 −=m , 22 −=m , 
 Thus, the complementary function is given by  

xecxeccy 2
21
−+−=  

Step 3 In this case the input function is 
    24)( xxg =  

Further    04)( 233 == xDxgD  
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Therefore, t he d ifferential o perator 3D annihilates t he f unction g . O perating on bot h 
sides of the equation in step 1, we have 
 

    
0 )23(

4)23(
23

2323

=++

=++

yDDD

xDyDDD
 

 
This is the homogeneous equation of order 5.  Next we solve this higher order equation. 
 
Step 4 The auxiliary equation of the differential equation in step 3 is 

0)23( 23 =++ mmm    

   0)2)(1(3 =++ mmm  
  2 ,1 ,0 ,0 ,0 −−=m  

Thus its general solution of the differential equation must be 
xx ececxcxccy 2

54
2

321
−− ++++=                                     

 
Step 5 The following terms constitute cy   

   xx ecec 2
54

−− +   
Therefore, we remove these terms and the remaining terms are  
    2

321 xcxcc ++  
Step 6 This means that the basic structure of the particular solution py  is 

2CxBxAy p ++= ,                                                   

Where the constants 1c , 2c  and 3c  have been replaced, with A, B, and C, respectively.  

Step 7 Since    2CxBxAy p ++=  

,2CxBy p +=′       
Cy p 2=′′  

 Therefore  222263223 CxBxACxBCyyy ppp +++++=+′+′′  

or   )232()62()2(23 2 CBAxCBxCyyy ppp +++++=+′+′′  
Substituting into the given differential equation, we have  
   004)232()62()2( 22 ++=+++++ xxCBAxCBxC  

Equating the coefficients of xx ,2  and the constant terms, we have  

0232
062
42

 C  BA
  C         B 
            C         

=++
=+
=

 

Solving these equations, we obtain  
    2C   ,6   ,7 =−== BA   
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 Hence    2267 xxy p +−=  
Step 8 The general solution of the given non-homogeneous differential equation is  
    pc yyy +=  

    22
21 267 xxececy xx +−++= −− . 

 
Example 2 

Solve     xe
dx
dy

dx
yd x  sin483 3
2

2
+=−                                                            

Solution:      

Step 1   Since   yD
dx

ydDy
dx
dy 2

2

2
  , ==  

Therefore, the given differential equation can be written as 
    ( ) xeyDD x sin48 3 32 +=−  
 
Step 2 We first consider the associated homogeneous differential equation to find cy    
The auxiliary equation is 
    3 ,00)3( =⇒=− mmm  
Thus the auxiliary equation has real and distinct roots. So that we have 

x
c eccy 3

21 +=  
 

Step 3 In this case the input function is given by  
    xexg x sin48)( 3 +=  

Since    0) sin4)(1(  ,0)8)(3( 23 =+=− xDeD x  

Therefore, t he o perators 3−D  and 12 +D  annihilate xe38  and x sin4 , r espectively. S o 
the operator )1)(3( 2 +− DD annihilates the input function ).(xg  This means that 

   0)sin8)(1)(3()()1)(3( 322 =++−=+− xeDDxgDD x  
 We apply )1)(3( 2 +− DD  to both sides of the differential equation in step 1 to obtain  

0)3)(1)(3( 22 =−+− yDDDD .                                  
This is homogeneous differential equation of order 5. 
 
Step 4 The auxiliary equation of the higher order equation found in step 3 is 

0)3)(1)(3( 22 =−+− mmmm  
     0)1()3( 22 =+− mmm  
   im    ,3  ,3  ,0 ±=⇒  

Thus, the general solution of the differential equation  
            xcxcxececcy xx  sin cos 54

3
3

3
21 ++++=                  
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Step 5 First two terms in this solution are already present in cy   
xecc 3

21 +   
 Therefore, we eliminate these terms. The remaining terms are 
   xcxcxec x  sin cos 54

3
3 ++  

 
Step 6 Therefore, the basic structure of the particular solution py must be 

   xCxBAxey x
p sincos3 ++=  

The c onstants 4,3  cc and 5c have be en r eplaced w ith t he c onstants BA  , and C , 
respectively. 
 
Step 7 Since  xCxBAxey x

p sincos3 ++=  

Therefore  33 3 ( 3 )cos (3 )sinx
p py y Ae B C x B C x′′ ′− = + − − + −  

Substituting into the given differential equation, we have 
 3 33 ( 3 )cos (3 )sin 8 4sinx xAe B C x B C x e x+ − − + − = + . 

Equating coefficients of xe x cos ,3  and xsin , we obtain 
   43  ,03  ,83 =−=−−= CBCBA  
Solving these equations we obtain 
   8 / 3,   6 / 5,   2 / 5A B C= = = −  

xxxey x
p sin

5
2cos

5
6

3
8 3 −+= . 

 
Step 8 The general solution of the differential equation is then 

3 3
1 2

8 6 2cos sin
3 5 5

x xy c c e xe x x= + + + − . 

 
Example 3  

Solve    
2

2 8 5 2 xd y y x e
dx

−+ = +   .           

Solution:   
Step 1 The given differential equation can be written as 
   xexyD −+=+ 25)8( 2  
 
Step 2 The associated homogeneous differential equation is 
   0)8( 2 =+ yD  
Roots of the auxiliary equation are complex 
   im  22±=  
Therefore, the complementary function is  
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   xcxcyc  22sin 22cos 21 +=  
 
Step 3 Since   0)1(   ,02 =+= −xeDxD   

Therefore t he o perators 2D  and 1+D annihilate t he f unctions x5  and xe−2 .  W e a pply 
)1(2 +DD  to the non-homogeneous differential equation 

0)8)(1( 22 =++ yDDD .  
This is a homogeneous differential equation of order 5.  
 
Step 4 The auxiliary equation of this differential equation is  

    
im

mmm

 22 ,1 ,0 ,0

0)8)(1( 22

±−=⇒

=++  

Therefore, the general solution of this equation must be 

51 2 3 4cos2 2 sin 2 2 xy c x c x c c x c e−= + + + +  
 
Step 5 Since the following terms are already present in cy  

   xcxc 22sin22cos 21 +  
Thus we remove these terms. The remaining ones are 
   xecxcc −++ 543  
 
Step 6 The basic form of the particular solution of the equation is  

   x
p CeBxAy −++=  

The constants 43,cc and 5c have been replaced with BA  , and C . 
 
Step 7 Since   x

p CeBxAy −++=  

Therefore  x
pp CeBxAyy −++=+′′ 9888  

Substituting in the given differential equation, we have 
   8 8 9 5 2x xA Bx Ce x e− −+ + = +  
Equating coefficients of xex −  , and the constant terms, we have 
   9/2  ,85 ,0 === C/BA  

Thus    x
p exy −+=

9
2

8
5  

 
Step 8 Hence, the general solution of the given differential equation is 
   pc yyy +=  

or   1 2
5 2cos 2 2 sin 2 2
8 9

xy c x c x x e−= + + + . 
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Example 4 

Solve    xxxy
dx

yd coscos2

2
−=+      

Solution:    
 
Step 1 The given differential equation can be written as 
    xxxyD coscos)1( 2 −=+  
 
Step 2 Consider the associated differential equation 
   0)1( 2 =+ yD  
The auxiliary equation is  

012 =+m  im  ±=⇒  
Therefore  xcxcyc sincos 21 +=  
 
Step 3 Since   0)cos()1( 22 =+ xxD   

2 2( 1) cos 0  ;      0D x x+ = ≠   
Therefore, the operator 22 )1( +D annihilates the input function  
   xxx coscos −  
Thus operating on both sides of the non-homogeneous equation with 22 )1( +D , we have  

0)1()1( 222 =++ yDD    
or   0)1( 32 =+ yD  
This is a homogeneous equation of order 6. 
 
Step 4 The auxiliary equation of this higher order differential equation is 
   iiiiiimm −−−=⇒=+  , , , , ,0)1( 32   
Therefore, the auxiliary equation has complex roots i , and i− both of multiplicity 3. We 
conclude that 

xxcxxcxxcxxcxcxcy sincossincossincos 2
6

2
54321 +++++=  

 
Step 5 Since first two terms in the above solution are already present in cy    

xcxc sincos 21 +   
Therefore, we remove these terms. 
 
Step 6 The basic form of the particular solution is 

xExxCxxBxxAxy p sincossincos 22 +++=  
 

Step 7 Since    xExxCxxBxxAxy p sincossincos 22 +++=    
Therefore 

xEAxCBxCxxExyy pp sin)22(cos)22(sin4cos4 +−+++−=+′′  
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Substituting in the given differential equation, we obtain 
  xxxxEAxCBxCxxEx coscossin)22(cos)22(sin4cos4 −=+−+++−                
Equating coefficients of xxxxx cos,sin,cos  and xsin , we obtain  

              
022    ,122

0         4    ,1             4
=+−−=+
=−=

EACB
CE

 

Solving these equations we obtain 
   4/1  ,0  ,2/1  ,4/1 ==−== ECBA  

Thus   xxxxxxy p sin
4
1sin

2
1cos

4
1 2+−=  

 
Step 8 Hence the general solution of the differential equation is 

xxxxxxxcxcy sin
4
1sin

2
1cos

4
1sincos 2

21 +−++= . 

 
Example 5 
Determine the form of a particular solution for  

xey
dx
dy

dx
yd x cos102 2
2

2
−=+−           

Solution 
 
Step 1 The given differential equation can be written as 
  xeyDD x cos10)12( 22 −=+−   
 
Step 2 To find the complementary function, we consider  

02 =+′−′′ yyy   
The auxiliary equation is  

0122 =+− mm ⇒ 1 ,10)1( 2 =⇒=− mm  
The complementary function for the given equation is 

xx
c xececy 21 +=  

 
Step 3 Since 0cos)54( 22 =++ − xeDD x  
Applying the operator )54( 2 ++ DD  to both sides of the equation, we have 

0)12)(54( 22 =+−++ yDDDD            
This is homogeneous differential equation of order 4. 
                           
Step 4 The auxiliary equation is 

    
1 ,1 ,2  

0)12)(54( 22

im
mmmm

±−=⇒
=+−++  

Therefore, general solution of the 4th order homogeneous equation is   
2 2

1 2 3 4cos sinx x x xy c e c xe c e x c e x− −= + + +  
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Step 5 Since the terms xx xecec 21 +  are already present in cy , therefore, we remove these 

and the remaining terms are xecxec xx sincos 2
4

2
3

−− +  
 
Step 6 Therefore, the form of the particular solution of the non-homogeneous equation is  
         ∴      xBexAey xx

p sincos 22 −− +=  
Note that the s teps 7 and 8 a re not  ne eded, as w e don’ t h ave t o solve t he g iven 
differential equation. 
 
Example 6 
Determine the form of a particular solution for  

xx eexxx
dx
dy

dx
yd

dx
yd 5222

2

2

3

3
346544 ++−=+− .                 

Solution: 
 
Step 1 The given differential can be rewritten as 
   ( ) xx eexxxyDDD 522223 3465 44 ++−=+−  
 
Step 2 To find the complementary function, we consider the equation 

( ) 0 44 23 =+− yDDD   
 The auxiliary equation is  

044 23 =+− mmm  
0)44( 2 =+− mmm  

2 ,2 ,00)2( 2 =⇒=− mmm  
 

Thus the complementary function is 
    xx

c xececcy 2
3

2
21 ++=  

 
Step 3 Since   xx eexxxxg 5222 3465)( ++−=  
 
Further   0)65( 23 =− xxD  

0)2( 223 =− xexD  
0)5( 5 =− xeD  

Therefore the following operator must annihilate the input function )(xg . Therefore, 
applying the operator )5()2( 33 −− DDD  to both sides of the non-homogeneous equation, 
we have 

0)4)(5()2( 2333 =+−−− yDDDDDD  
or         0)5()2( 54 =−− yDDD  
This is homogeneous differential equation of order 10. 
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Step 4 The auxiliary equation for the 10th order differential equation is 

   
5 ,2 ,2 ,2 ,2 ,2 ,0 ,0 ,0 ,0

0)5()2( 54

=⇒
=−−

m
mmm  

 Hence the general solution of the 10th order equation is  
  xxxxxx ecexcexcexcxececxcxcxccy 5

10
24

9
23

8
22

7
2

6
2

5
3

4
2

321 +++++++++=    
 
Step 5 Since the following terms constitute the complementary function cy , we remove 

these    xx xececc 2
6

2
51 ++  

 
Thus the remaining terms are 
  xxxx ecexcexcexcxcxcxc 5

10
24

9
23

8
22

7
3

4
2

32 ++++++  
 
Hence, the form of the particular solution of the given equation is  

2 3 2 2 3 2 4 2 5x x x x
py Ax Bx Cx Ex e Fx e Gx e He= + + + + + +  
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Exercise 
 
Solve the given differential equation by the undetermined coefficients. 
 

1. 29572 −=+′−′′ yyy  
2. 543 −=′+′′ xyy  
3. xeyyy 6522 =+′+′′  
4. 8sin3cos44 −+=+′′ xxyy  
5. xexyyy −=+′+′′ 22  
6. xxyy sincos4 −=+′′  
7. 7+−=−′+′′−′′′ −xx exeyyyy  
8. xxyy sin42cos8 −=+′′ , 1)2/( −=πy , 0)2/( =′ πy  
9. 52 +=′+′′−′′′ xxeyyy , y(0)=2,  2)0( =′y , 1)0( −=′′y  
10. xexyy +=′′′−)4( , y(0)=0, 0)0( =′y , 0)0( =′′y , 0)0( =′′′y  
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Lecture 9 
  Variation of Parameters 

Recall  
 

 That a non-homogeneous linear differential equation with constant coefficients is 
an equation of the form 

 )(011

1
1 xgya

dx
dya

dx
yda

dx
yda

n

n
nn

n
n =++++

−

−

−   

 The general solution of such an equation is given by 
 
  General Solution = Complementary Function + Particular Integral 
 

 Finding the complementary function has already been completely discussed. 
 
 In the last two lectures, we learnt how to find the particular integral of the non-

homogeneous e quations b y us ing t he unde termined c oefficients.  
 

 That the general solution of a linear first order differential equation of the form 

  ( ) ( )xfyxP
dx
dy

=+  

 is given by  ( ) 1.  Pdx Pdx Pdxy e e f x dx c e− −∫ ∫ ∫= +∫  
 
Note that 
 

 In this last equation, the 2nd term  

    ∫−= Pdxecyc 1  
 is solution of the associated homogeneous equation: 

  ( ) 0=+ yxP
dx
dy  

 Similarly, the 1st  term 

  ( )dxxfePdxey Pdx
p ..∫ ∫∫= −  

 is a particular solution of the first order non-homogeneous linear  differential 
 equation.  

 Therefore, the solution of the first order linear differential equation can be written 
in the form 

   pc yyy +=  
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In this lecture, we will use the variation of parameters to find the particular integral of the 
non-homogeneous equation. 

 
The Variation of Parameters 
 
First order equation 
The particular solution py  of the first order linear differential equation is given by 

   ( )dxxfePdxey Pdx
p ..∫ ∫∫= −  

This f ormula c an a lso be  de rived b y another m ethod, know n as t he va riation of  
parameters. The basic procedure is same as discussed in the lecture on c onstruction of a 
second solution 

Since     ∫−=
Pdxey1  

is the solution of the homogeneous differential equation 

   ( ) ,0=+ yxP
dx
dy  

and the equation is linear. Therefore, the general solution of the equation is 
  ( )xycy 11=  
The variation of parameters consists of finding a function ( )xu1  such that  
  ( ) ( )1 1 py u x y x=  
is a particular solution of the non-homogeneous differential equation  

   ( ) ( ) dy P x y f x
dx

+ =  

Notice that the parameter 1c  has been replaced b y t he variable 1 u . We substitute py in 

the given equation to obtain  

  ( ) ( )xf
dx
duyyxP

dx
dyu =+



 + 1

11
1

1  

Since 1y  is a solution of the non-homogeneous differential equation. Therefore we must 
have  

  ( )1
1 0dy P x y

dx
+ =  

So that we obtain 

∴  ( )1
1

duy f x
dx

=  

This is a variable separable equation. By separating the variables, we have 

  
( )
( )1

1

f x
du dx

y x
=  

 
Integrating the last expression w.r.to x , we obtain 
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( ) ( )1

1

( )
Pdxf x

u x dx e f x dx
y

⌠


⌡

∫= = ⋅∫  

Therefore, the particular solution py  of the given first-order differential equation is .  

                    1 1( )y u x y=  

or  ( )∫ ∫∫−= dxxfPdxePdxey p  ..  

  
( )
( )1

1

f x
u dx

y x
=
⌠

⌡

 

 

Second Order Equation 
Consider the 2nd order linear non-homogeneous differential equation 

   ( ) ( ) ( ) ( )xgyxayxayxa =+′+′′ 012   

By dividing with )(2 xa , we can write this equation in the standard form 

  ( ) ( ) ( )xfyxQyxPy =+′+′′  

The f unctions ( ) ( ) ( ),    P x Q x f xand  are continuous on s ome i nterval I . F or t he 
complementary function we consider the associated homogeneous differential equation 

  ( ) ( ) 0=+′+′′ yxQyxPy  

Complementary function 
Suppose t hat 21  and yy  are t wo l inearly i ndependent s olutions of  t he hom ogeneous 
equation. T hen 1 2and  y y  form a f undamental s et of  s olutions of  t he hom ogeneous 
equation on the interval I . Thus the complementary function is  
  ( ) ( )xycxycyc 2211 +=  

Since 21  and yy  are solutions of the homogeneous equation. Therefore, we have 

  ( ) ( ) 0  111 =+′+′′ yxQyxPy  

  ( ) ( ) 0  222 =+′+′′ yxQyxPy  

 Particular Integral 
For f inding a pa rticular s olution y p , w e r eplace t he p arameters 1c and 2c in t he 

complementary function w ith t he unknow n v ariables )(1 xu  and )(2 xu . S o t hat t he 
assumed particular integral is 

  ( ) ( ) ( ) ( )1 1 2 2py u x y x u x y x= +  

Since w e s eek t o de termine t wo unknow n functions 1u and 2u , w e ne ed t wo equations 
involving t hese unkno wns. O ne of  t hese t wo e quations r esults f rom s ubstituting t he 
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assumed py in the given differential equation. We impose the other equation to simplify 
the first derivative and thereby the 2nd derivative of py .   

 2211221122221111 yuyuyuyuyuyuuyyuy p ′+′+′+′=′+′+′+′=′  

To avoid 2nd derivatives of 1u  and 2u , we impose the condition 

  02211 =′+′ yuyu  

Then  2211 yuyuy p ′+′=′  

So that   

 22221111 yuyuyuyuy p ′′+′′+′′+′′=′′  

Therefore 

 
2211̀2211

22221111

                                             

                              

yQuyQuyPuyPu

yuyuyuyuyQyPy ppp

++′+′+

′′+′′+′′+′′=+′+′′
 

Substituting in the given non-homogeneous differential equation yields    
 
              )(            2211̀221122221111 xfyQuyQuyPuyPuyuyuyuyu =++′+′+′′+′′+′′+′′  
 
or            )(][]  [ 221122221111 xfyuyuQyyPyuyQyPyu =′′+′′++′+′′++′+′′    
 

Now making use of the relations 

  ( ) ( ) 0  111 =+′+′′ yxQyxPy  

  ( ) ( ) 0  222 =+′+′′ yxQyxPy  

we obtain 

  ( )xfyuyu =′′+′′ 2211  

Hence 1u and 2u must be functions that satisfy the equations 

  02211 =′+′ yuyu  

  ( )xfyuyu =′′+′′ 2211          

By using the Cramer’s rule, the solution of this set of equations is given by     

  
W
Wu 1

1 =′ ,  
W
Wu 2

2 =′  

WhereW , 1W  and 2W  denote the following determinants  

 ( ) ( )
2 11 2

1 2
2 11 2

0 0
,       ,     

y yy y
W W W

f x y y f xy y
= = =

′ ′′ ′
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The determinant W  can be identified as the Wronskian of the solutions 1y  and 2y . Since 
the solutions 21  and yy  are linearly independent on I . Therefore  

 ( ) ( )( ) .    ,0, 21 IxxyxyW ∈∀≠  

Now integrating the expressions for 1u′  and 2u′ , we obtain the values of 1u and 2u , hence 
the particular solution of the non-homogeneous linear differential equation.  

Summary of the Method 
To solve the 2nd order non-homogeneous linear differential equation 

 ( ),012 xgyayaya =+′+′′  

using the variation of parameters, we need to perform the following steps: 

 

Step 1 We f ind t he c omplementary f unction b y solving t he a ssociated hom ogeneous 
differential equation  

 0012 =+′+′′ yayaya  

Step 2 If the complementary function of the equation is given by  

 2211 ycyccy +=   

then 1y  and 2y  are t wo l inearly i ndependent s olutions of  t he hom ogeneous di fferential 
equation. Then compute the Wronskian of these solutions. 

 
21

21

yy
yy

W
′′

=  

Step 3 By dividing with 2a , we transform the given non-homogeneous equation into the 
standard form 

 ( ) ( ) ( )xfyxQyxPy =+′+′′   

and we identify the function ( )xf .  

Step 4 We now construct the determinants 21  and WW  given by 

 
2

2
1 )(

0
yxf
y

W
′

= ,  
)(

0

1

1
2 xfy

y
W

′
=  

 Step 5 Next we determine the derivatives of the unknown variables 1u  and 2u  through 
the relations  

 
W
Wu

W
Wu 2

2
1

1     , =′=′  

 Step 6 Integrate the derivatives 21   and  uu ′′  to find the unknown variables 1u  and 2u . So 
that 
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 1 2
1 2  ,     W Wu d x u d x 

W W
⌠ ⌠
  
⌡ ⌡

= =  

Step 7 Write a particular solution of the given non-homogeneous equation as 
 2211 yuyupy +=  

Step 8 The general solution of the differential equation is then given by 
 22112211   yuyuycycpycyy +++=+= . 

 

Constants of Integration 
We don’t need to introduce the constants of  integration, when computing the indefinite 
integrals in step 6 to find the unknown functions of 1 2  and u u . For, if we do introduce 
these constants, then   

 1 1 1 2 1 2( )   ( )py u a y u b y= + + +  

So that the general solution of the given non-homogeneous differential equation is   

 ( ) ( ) 2121112211 ybuyauycycyyy pc +++++=+=  

or ( ) ( )1 1 1 2 1 2 1 1 2 2y c a y c b y u y u y= + + + + +  

If we replace 11 ac + with 1C and 2 1c b+ with 2C , we obtain 

 22112211 yuyuyCyCy +++=  

This does not provide anything new and is similar to the general solution found in step 8, 
namely 

  1 1 2 2 1 1 2 2y c y c y u y u y= + + +  

Example 1 

Solve  ( ) 24 4 1 .xy y y x e′′ ′− + = +  

Solution:  
 
Step 1 To find the complementary function 
  044 =+′−′′ yyy  

Put   mxemymxmeymxey 2,, =′′=′=   
Then the auxiliary equation is 
  0442 =+− mm  

  ( ) 02 2 =−m 2 ,2=⇒ m  

Repeated real roots of the auxiliary equation 

  2 2
1 2    x x

cy c e c xe= +  
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Step 2 By the inspection of the complementary function cy , we make the identification   

   xx xeyey 2
2

2
1  and ==  

 Therefore ( ) ( ) xe
exee

xee
xeeWyyW x

xxx

xx
xx ∀≠=

+
==  ,0

22
, , 4

222

22
22

21  

 
Step 3 The given differential equation is  

  ( ) xexyyy 2144 +=+′−′′  

Since this equation is already in the standard form 

  ( ) ( ) ( )xfyxQyxPy =+′+′′  

Therefore, we identify the function )(xf as 

  ( ) ( ) xexxf 2 1+=  

Step 4 We now construct the determinants  

  
( ) ( )

2
4

1 2 2 2

0
1

1 2

x
x

x x x

xe
W x xe

x e xe e
= = − +

+ +
 

  
( ) ( )

2
4

2 2 2

0
1

2 1

x
x

x x

e
W x e

e x e
= = +

+
 

Step 5 We determine the derivatives of the functions 1u  and 2u  in this step  

  

( )

( ) 1 1

1

4

4
2

2

2
4

4
1

1

+=
+

==′

−−=
+

−==′

x
e

ex
W
Wu

xx
e

xex
W
Wu

x

x

x

x

 

Step 6 Integrating the last two expressions, we obtain  

  
.

2
      )1(

   
23

)(

2

2

23
2

1

xxdxxu

xxdxxxu

+=+=

−−=−−=

∫

∫
 

Remember! We don’t have to add the constants of integration. 
Step 7 Therefore, a particular solution of then given differential equation is 

  xxexxxexx
py 2

2

22 
2

2

3

3














++













−−=  
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or  xexx
py 2

2

2

6

3














+=  

Step 8 Hence, the general solution of the given differential equation is  

  
3 2

2
1 2

2 2
6 2

x x xx xy y y c e c xe ec p
 

= + = + + + 
 

 

 

Example 2 

Solve  .3csc364 xyy =+′′  

Solution:  
Step 1 To f ind t he c omplementary function w e s olve t he a ssociated hom ogeneous 
differential equation 

   090364 =+′′⇒=+′′ yyyy  

The auxiliary equation is  

  imm  3092 ±=⇒=+  

Roots of the auxiliary equation are complex. Therefore, the complementary function is 

  xcxccy 3sin3cos 21 +=  

Step 2 From the complementary function, we identify  

   3sin  ,3cos 21 xyxy ==  

as two linearly independent solutions of the associated homogeneous equation. Therefore 

       ( ) 3
3cos33sin3

3sin3cos
3sin,3cos =

−
=

xx
xx

xxW  

Step 3 By dividing with 4 , we put the given equation in the following standard form   

  .3csc
4
19 xyy =+′′  

So that we identify the function )(xf as 

  ( ) xxf 3csc
4
1

=  

 
 
Step 4 We now construct the determinants 1W  and 2W  
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 1

0 sin 3
1 1csc3 sin 31 4 4csc3 3cos3

4

x
W x x

x x
= = − ⋅ = −  

 2

cos3 0
1 cos3

1 4 sin 33sin 3 csc3
4

x
xW
xx x

= =
−

  

Step 5 Therefore, the derivatives 1u′ and 2u′  are given by 

 
x
x

W
Wu

W
Wu

3sin
3cos

12
1    , 

12
1 2

2
1

1 ==′−==′  

Step 6 Integrating the last two equations w.r.to x , we obtain 

 xuxu 3sinln
36
1    and    

12
1

21 =−=  

Note that no constants of integration have been added. 

Step 7 The particular solution of the non-homogeneous equation is 

 ( )1 1cos3 sin 3 ln sin 3
12 36

y x x x xp = − +  

Step 8 Hence, the general solution of the given differential equation is 

                ( ) xxxxxcxcpycyy 3sinln3sin
36
13cos

12
13sin3cos 21 +−+=+=  

Example 3 

Solve  .1
x

yy =−′′  

Solution:  
Step 1 For the complementary function consider the associated homogeneous equation  

  0=−′′ yy  

To solve this equation we put 

   mxmxmx emyemyey 2,  , =′′=′=  

Then the auxiliary equation is:  

  1012 ±=⇒=− mm  

The roots of  t he auxiliary equation a re r eal and di stinct. Therefore, the complementary 
function is 
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  xecxeccy −+= 21  
 
Step 2 From the complementary function we find 

  xeyxey −== 21    ,  
The f unctions 1y  and 2y  are t wo l inearly i ndependent s olutions of  t he hom ogeneous 
equation. The Wronskian of these solutions is  

  ( ) 2
  

      , −=
−

= −

−
−

xx

xx
xx

ee
eeeeW  

 
Step 3 The given equation is already in the standard form 
  ( ) ( ) ( )y p x y Q x y f x′′ ′+ + =  

Here   
x

xf 1)( =  

 

Step 4 We now form the determinants 

  

)/1( 
 /1 

0    W

)/1(
 /1

0 W

2

1

xe
xe

e

xe
ex
e

x
x

x

x
x

x

==

−=
−

= −
−

−

 

Step 5 Therefore, the derivatives of the unknown functions 1u and 2u are given by 

  ( )
x

exe
W
W

u
xx

22
/11

1
−−

=
−

−==′  

  ( )
x

exe
W
Wu

xx

22
/12

2 −=
−

==′  

Step 6 We integrate these two equations to find the unknown functions 1u  and 2u . 

  1
1
2

xeu dx
x

−⌠


⌡

= ,   2
1
2

xeu dx
x

⌠


⌡

= −  
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The integrals defining 21  and uu  cannot be expressed in terms of the elementary functions 
and it is customary to write such integral as: 

  1 2
1 1,     -
2 2

x xt t

xx

e eu dt u dt
t t

−⌠ ⌠
 
  ⌡⌡

= =


 

Step 7 A particular solution of the non-homogeneous equations is 

  
⌡

⌠
⌡
⌠−= −

−x

x

x

x

t
x

t
x

p dt
t

eedt
t

eey
 

2
1

2
1  

Step 8 Hence, the general solution of the given differential equation is 

 ⌡
⌠−⌡

⌠++=+= −
−

−
x

x

t
x

x

x

t
xxx dt

t
eedt

t
eeececpycyy


2
1

2
1

21  
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Lecture 10 
Variation of Parameters Method for Higher-Order Equations 

 
The method of the variation of parameters just examined for second-order differential 
equations can be generalized for an   nth-order equation of the type. 

 )(011

1
1 xgya

dx
dya

dx
yda

dx
yda n

n
nn

n
n =++++

−

−

−   

The application of the method to nth order differential equations consists of performing 
the following steps.  
Step 1 To find the complementary function we solve the associated homogeneous 
equation 

 
1

1 1 01 0
n n

n nn n
d y d y dya a a a y
dx dx dx

−

− −+ + + + =  

Step 2 Suppose that the complementary function for the equation is 

 nn ycycycy +++= 2211  

Then nyyy ,,, 21  are n  linearly independent solutions of the homogeneous equation. 
Therefore, we compute Wronskian of these solutions. 

 ( )

1 2

1 2

1 2 3

( 1) ( 1) ( 1)
1 2

, , , ,

n

n

n

n n n
n

y y y
y y y

W y y y y

y y y− − −

′ ′ ′

=





    

   



 

Step 4 We write the differential equation in the form 

  ( ) ( ) ( ) ( ) ( ) ( )1
1 1

n n
ny P x y P x y P x y f x−
− ′+ + + + =  

and compute the determinants kW ; 1, 2, ,k n=  ; by replacing the kth  column of W by 

the column    

)(

0

0

0

xf

  

95 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Step 5 Next we find the derivatives nuuu ′′′ , , , 21  of the unknown functions  nuuu ,,, 21   
through the relations 
 

    nk
W
W

u k
k  , ,2 ,1       , ==′  

Note that these derivatives can be found by solving the n equations 
 

   

( ) ( ) ( ) ( )xfuyuyuy

uyuyuy
uyuyuy

n
n

n
nn

nn

nn

=′++′+′

=′′++′′+′′
=′++′+′

−−− 1
2

1
21

1
1

2211

2211

            

                                                             
0                                         
0                                         









 

 
Step 6 Integrate the derivative functions computed in the step 5 to find the functions ku  
    

   nkdx
W
W

u k
k  , ,2 ,1       , =⌡

⌠=  

Step 7 We write a particular solution of the given non-homogeneous equation as  
 ( ) ( ) ( ) ( ) ( ) ( )1 1 2 2p n ny u x y x u x y x u x y x= + + +  

Step 8 Having found the complementary function cy  and the particular integral py , we 
write the general solution by substitution in the expression 

   pc yyy +=  

 
Note that   

 The first 1−n equations in step 5 are assumptions made to simplify the first 
1−n derivatives of py . The last equation in the system results from substituting 

the particular integral py  and its derivatives into the given nth  order linear 
differential equation and then simplifying. 

 
 Depending upon how the integrals of the derivatives ku′  of the unknown functions 

are found, the answer for py  may be different for different attempts to find py  
for the same equation. 

 
 When asked to solve an initial value problem, we need to be sure to apply the 

initial conditions to the general solution and not to the complementary function 
alone, thinking that it is only cy  that involves the arbitrary constants.  
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Example 1 
Solve the differential equation by variation of parameters. 

  
3

3 cscd y dy x
dxdx

+ =   

Solution 
Step 1: The associated homogeneous equation is 

  03

3
=+

dx
dy

dx
yd

 

Auxiliary equation 

  03 =+mm ( ) 01 2 =+⇒ mm  

  ,0=m    im  ±=  

Therefore the complementary function is 

  1 2 3cos siny c c x c xc = + +  

Step 2: Since    

  1 2 3cos siny c c x c xc = + +  

Therefore  1 2 31,     cos ,     siny y x y x= = =  

 
 
 

So that the Wronskian of the solutions 321  and , yyy  

 ( )1 2 3

1 cos sin
, , 0 sin cos

0 cos sin

x x
W y y y x x

x x
= −

− −
 

By the elementary row operation 31 RR + , we have 

        
sincos0

cossin0
001

xx
xx

−−
−=  

       ( ) 01cossin 22 ≠=+= xx  

Step 3: The given differential equation is already in the required standard form 
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  0  0 c scy y y y x′′′ + ′′ + ′+ =  

Step 4: Next we find the determinants 321  and , WWW by respectively, replacing 1st, 2nd 

and 3rd column of W by the column
0
0

csc x
 

 
xxx

xx
xx

W
sincoscsc

cossin0
sincos0

1

−−
−=  

      ( )2 2csc  s in cos cscx x x x= + =  

2

1 0 sin
 0 0 cos
0 csc sin

x
W x

x x
=

−
  

       
0 cos

 co s csc cot
csc sin

x
x x x

x x
= = − = −

−
 

 

and 3

1 cos 0
 0 sin 0
0 cos csc

x
W x

x x
= −

−

sin 0
sin csc 1

cos csc
x

x x
x x

−
= = − = −
−

 

 

Step 5: We compute the derivatives of the functions 321  and   , uuu  as: 

  x
W
Wu csc1

1 ==′  

  x
W
Wu cot2

2 −==′  

  13
3 −==′

W
Wu  

Step 6: Integrate these derivatives to find 321  and , uuu  

  ⌡
⌠ −=== ∫ xxxdxdx

W
Wu cotcsclncsc1

1  

98 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

  2
2

coscot ln sin
sin

W xu dx xdx dx x
W x

⌠ ⌠
 


⌡⌡

−
= = − = = −∫  

  ⌡
⌠ −=−== ∫ xdxdx

W
Wu 13

3  

 
Step 7: A particular solution of the non-homogeneous equation is 

  ln csc cot cos ln sin siny x x x x x xp = − − −  

Step 8: The general solution of the given differential equation is: 
 

1 2 3cos sin ln csc cot cos  l n sin siny c c x c x x x x x x x= + + + − − −  

 
Example 2 
Solve the differential equation by variation of parameters. 
  xyy tan=′+′′′   
Solution 
Step 1:  We find the complementary function by solving the associated homogeneous 
equation 
  0=′+′′′ yy  
Corresponding auxiliary equation is 
  03 =+mm ( ) 01 2 =+⇒ mm  
  ,0=m    im  ±=  

Therefore the complementary function is 

  xcxcccy sincos 321 ++=  

Step 2: Since    

  xcxcccy sincos 321 ++=  

Therefore  xyxyy sin    ,cos    ,1 321 ===  

Now we compute the Wronskian of 321  and   , yyy  

  ( )1 2 3

1 cos sin
, , 0 sin cos

0 cos sin

x x
W y y y x x

x x
= −

− −
 

By the elementary row operation 31 RR + , we have 
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sincos0

cossin0
001

xx
xx

−−
−=  

       ( ) 01cossin 22 ≠=+= xx  

Step 3: The given differential equation is already in the required standard form 
  xyyyy  tan0  0 =⋅+′+′′⋅+′′′  

Step 4: The determinants 321  and , WWW are found by replacing the 1st, 2nd and 3rd 
column of W by the column   

    
xtan

0
0

 

Therefore 

 1

0 cos sin
0 sin cos

tan cos sin

x x
W x x

x x x
= −

− −
 

      ( )2 2tan  co s sin tanx x x x= + =  

                             2

1 0 sin
0 0 cos
0 tan sin

x
W x

x x
=

−
 ( ) xxx sintancos01 −=−=  

and 
xx

x
x

W
tancos0

0sin0
0cos1

3
−
−= ( ) xxxx tansin0tansin1 −=−−=  

Step 5: We compute the derivatives of the functions 321  and   , uuu . 

  x
W
Wu tan1

1 ==′  

  2
2 sinWu x

W
′ = = −  

  xx
W
W

u tansin3
3 −==′  

Step 6:  We integrate these derivatives to find 321  and , uuu  
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 1
1

sintan  l n cos
cos

W xu dx x dx dx x
W x

⌠ ⌠
 


⌡⌡

= = = − − = −∫  

 2
2 sin  co sWu dx x dx x

W
⌠


⌡

= = − =∫  

 ( ) ( )
( )

3
3

2

2 2

sin tan

sinsin sin sec
cos

cos 1 sec cos sec sec

cos sec cos sec

sin ln sec tan

Wu dx x xdx
W

xx dx x dx
x

x xdx x x x dx

x x dx xdx xdx

x x x

⌠


⌡

⌠


⌡

= = −

= − = −

= − = −

= − = −

= − +

∫

∫

∫ ∫
∫ ∫ ∫

 

Step 7:  Thus, a particular solution of the non-homogeneous equation 
 

( ) ( )
2 2

ln cos cos  co s sin ln sec tan  sin

ln cos cos sin sin ln sec tan

ln cos 1 sin ln sec tan

y x x x x x x xp

x x x x x x

x x x x

= − + + − +

= − + + − +

= − + − +

 

Step 8:  Hence, the general solution of the given differential equation is: 

 xxxxxcxccy tanseclnsin1coslnsincos 321 +−+−++=  

or ( ) xxxxxcxccy tanseclnsincoslnsincos1 321 +−−+++=  

or 1 2 3cos sin ln cos sin ln sec tany d c x c x x x x x= + + − − +  

where 1d represents 1 1c + . 

 
Example 3 
Solve the differential equation by variation of parameters. 
  32 2 xy y y y e′′′ ′′ ′− − + =   
Solution 
Step 1: The associated homogeneous equation is 
  2 2 0y y y y′′′ ′′ ′− − + =  
The auxiliary equation of the homogeneous differential equation is 
  3 22 2 0m m m− − + =  

                      ( )2( 2) 1 0

1,2, 1

m m

m

⇒ − − =

⇒ = −
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The roots of the auxiliary equation are real and distinct. Therefore cy  is given by  

  2
1 2 3

x x x
cy c e c e c e−= + +  

Step 2: From cy  we find that three linearly independent solutions of the homogeneous 
differential equation. 
  2

1 2 3,   ,   x x xy e y e y e−= = =  
 Thus the Wronskian of the solutions 321  and , yyy  is given by 

  

2

2 2

2

1 1 1
2 1 2 1

1 4 14

x x x

x x x x x x

x x x

e e e

W e e e e e e

e e e

−

− −

−

= − = ⋅ ⋅ −  

By applying the row operations  2 1 3 1,   R R R R− − , we obtain 

  2 2
1 1 1
0 1 2 6 0
0 3 0

x xW e e= − = ≠  

Step 3: The given differential equation is already in the required standard form 
 
  32 2 xy y y y e′′′ ′′ ′− − + =  

Step 4: Next we find the determinants 321  and , WWW by, respectively, replacing the 1st, 
2nd and 3rd column of W by the column   

  
0
0
3xe

     

Thus 

      
( )

( )

2
2

3 12 3
1 2

3 2

3 4

0

0 2 1
2

4

2 3

x x
x x

x x x
x x

x x x

x x x x

e e
e e

W e e e
e e

e e e

e e e e

−
−

+−
−

−

= − = −
−

= − − = −

    

( )

( )

3 2 3
2

3

0 0 3 3

0

0 1

2

x x
x x

x x x
x x

x x x

x x

e e
e e

W e e e
e e

e e e

e e e e

−
−

+−
−

−

= − = −
−

= − − − =
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and 

( )

2
2

2 3
3 2

2 3

3 3 3 6

0

2 0
2

4

2

x x
x x

x x x
x x

x x x

x x x x

e e
e e

W e e e
e e

e e e

e e e e

= =

= − =

 

Step 5: Therefore, the derivatives of the unknown functions 321  and   , uuu  are given by. 
 

  x
x

x
e

e
e

W
Wu 2

2

4
1

1 2
1

6
3

−=
−

==′  

  
3

2
2 2

2 1
36 

x
x

x
W eu e
W e

′ = = =  

  x
x

x
e

e
e

W
W

u 4
2

6
3

3 6
1

6
===′  

Step 6: Integrate these derivatives to find 321  and , uuu  

  ⌡
⌠ ⌡

⌠ −=−=−== ∫ xxx edxedxedx
W
Wu 2221

1 4
1

2
1

2
1  

  2
2

1 1
3 3

x xWu dx e dx e
W

⌠ ⌠
 


⌡⌡

= = =  

  ⌡
⌠

⌡
⌠ === xx edxedx

W
W

u 443
3 24

1
6
1  

 
Step 7: A particular solution of the non-homogeneous equation is 

  3 3 31 1 1
4 3 24

x x xy e e ep = − + +  

Step 8: The general solution of the given differential equation is: 

 2 3 3 3
1 2 3

1 1 1
4 3 24

x x x x x xy c e c e c e e e e−= + + − + +  
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Exercise 
Solve the differential equations by variations of parameters. 

1. xyy tan=+′′  

2. xxyy tansec=+′′  

3. xyy 2sec=+′′  

4. xexyy 3/9=−′′  

5. ( )21/2 xeyyy x +=+′−′′  

6. 22/ 144 xeyyy x −=+′−′′  

7. xyy 2sec4 =′+′′′  

8. 262 xyy =′′−′′′  

Solve the initial value problems. 

9. 12 +=−′+′′ xyyy  

10. ( ) xexxyyy 22 61244 −=+′−′′  
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Lecture 11 
Applications of Second Order Differential Equation 

 
 A single differential equation can serve as mathematical model for many different 

phenomena in science and engineering. 
 Different fo rms o f t he 2 nd order l inear di fferential e quation 

  ( )
2

2

d y dya b cy f x
dx dx

+ + =  

appear in the analysis of problems in physics, chemistry and biology. 
 In the present and next lecture we shall focus on one application; the motion of a 

mass attached to a spring. 

 We s hall s ee, w hat th e individual te rms ( )
2

2 ,    ,     and d y dya b cy f x
dx dx

 means i n 

the context of vibrational system. 
 Except f or t he t erminology and ph ysical i nterpretation of  t he t erms 

 ( )
2

2 ,    ,   ,  d y dya b cy f x
dx dx

 

the mathematics of a series circuit is  identical to that of a  vibrating spring-mass 
system. Therefore we will discuss an LRC circuit in lecture. 

Simple Harmonic Motion 
When t he N ewton’s 2 nd law i s c ombined w ith t he H ook’s Law, w e c an de rive a 
differential equation governing t he m otion of  a m ass a ttached t o s pring–the s imple 
harmonic motion. 
Hook’s Law 
Suppose that 

 A mass is attached to a flexible spring suspended from a rigid support, then 
 The spring stretches by an amount ‘s’. 
 The spring exerts a restoring F opposite to the direction of elongation or stretch.  

The Hook’s law states that the force F is proportional to the elongation s. i.e 
  ksF =  
Where k is constant of proportionality, and is called spring constant. 
Note That 

 Different ma sses s tretch a  s pring b y different a mount i. e s  is di fferent fo r 
different m . 

 The spring is characterized by the spring constant k .  

 For example if 10 lbsW = and ts f
2
1

=  

Then  ksF =  

or  k





=

2
110  
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or  lbs/ft  20=k  
 If 8 lbsW = then  ( )s208 = ⇒ ft  5/2=s  

 
Newton’s Second Law 
When a f orce F acts upon a b ody, the acceleration a is produced in the direction of the 
force whose magnitude is proportional to the magnitude of force. i.e 
  maF =  
Where m  is constant of proportionality and it represents mass of the body. 
Weight 

 The gravitational force exerted by the earth on a body of mass m is called weight 
of the body, denoted by W  

 In the absence of air resistance, the only force acting on a freely falling body is its 
weight. Thus from Newton’s 2nd law of motion 
  mg=W  
Where m  is measured in slugs, kilograms or grams and 2ft/s32=g , 2/8.9 sm  or 

2cm/s  980 . 
Differential Equation 

 When a body of mass m is attached to a spring  
 The spring stretches by an amount s and attains an equilibrium position. 
 At the equilibrium position, the weight is balanced by the restoring force ks . 

Thus, the condition of equilibrium is 
      0mg ks mg ks= ⇒ − =    

 If the mass is displaced by an amount x from its equilibrium position and then 
released. The restoring force becomes k(s + x). So that the resultant of weight and 
the restoring force acting on the body is given by 
 Resultant= ( ) .mgxsk ++−  
By Newton’s 2nd Law of motion, we can written 

 ( ) mgxsk
dt

xdm ++−=2

2
 

or mgkskx
dt

xdm +−−=2

2
 

Since 0=− ksmg  

Therefore kx
dt

xdm −=2

2
 

 The negative indicates that the restoring force o f the spring acts oppos ite to the 
direction of motion. 

 The di splacements m easured be low t he e quilibrium pos ition a re pos itive. 
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 By dividing with m , the last equation can be written as: 

 02

2

=+ x
m
k

dt
xd  

            or 
2

2
2 0d x x

dt
ω+ =  

 Where 2 .k
m

ω =  This e quation i s know n a s t he e quation of  s imple ha rmonic 

 motion or as the free un-damped motion. 
Initial Conditions 
Associated with the differential equation 

 
2

2
2 0d x x

dt
ω+ =  

are the obvious initial conditions  

 ( ) ( ) βxx =′= 0   ,0 α  

These in itial c onditions represent th e in itial d isplacement and th e in itial v elocity. F or 
example 

 If 0   ,0 <> βα then the body s tarts from a point below the equilibrium position 
with an imparted upward velocity. 

 If 0   ,0 =< βα then t he bod y s tarts from r est α units a bove t he e quilibrium 
position. 

Solution and Equation of Motion 
Consider the equation of simple harmonic motion 

 
2

2
2 0d x x

dt
ω+ =  

Put mxex = , mxem
dt

xd 2
2

2
=  

Then the auxiliary equation is 

 2 2 0m ω+ =  ⇒   m  iω= ±  
Thus the auxiliary equation has complex roots. 

 1 2m i,   m iω ω= = −  

Hence, the general solution of the equation of simple harmonic motion is 

 ( ) 1 2cos sinx t c t c tω ω= +  
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Alternative form of Solution 
It is often convenient to write the above solution in a alternative simpler form. Consider 

 ( ) 1 2cos sinx t c t c tω ω= +  

and suppose that RA,  ∈φ  such that  

 φφ cos2  ,sin1 AcAc ==  

Then 2
2

2
1 ccA += , 

2

1tan
c

c
=φ  

So that 

 ( ) sin  cos cos   s in  x t A t B tω ωφ φ= +  

or ( ) ( )sin  x t A tω φ= +  

The number φ  is called the phase angle; 

Note that 
This f orm of  t he s olution of  t he e quation of  s imple ha rmonic m otion i s ve ry useful 
because 

 Amplitude of free vibrations becomes very obvious 
 The t imes w hen t he bod y crosses e quilibrium pos ition are g iven b y 

 ( )0 sin 0 x tω φ= ⇒ + =  
or t nω πφ+ =  

 Where n is a non-negative integer. 
 
The Nature of Simple Harmonic Motion 
Amplitude 

 We know  t hat t he s olution of  t he equation of  s imple ha rmonic m otion can b e 
written as 

 ( ) ( )sin  x t A tω φ= +  

 Clearly, the maximum distance that the suspended body can travel on e ither side 
of the equilibrium position is A . 

 This ma ximum d istance c alled th e a mplitude o f mo tion a nd is  given b y 

  AAmplitude = 2
2

2
1 cc +=  

A Vibration or a Cycle 
In travelling from x = A to x = - A and then back to A, the vibrating body completes one 
vibration or one cycle. 
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Period of Vibration 
The simple harmonic motion of the suspended body is periodic and it repeats its position 
after a  s pecific time  p eriodT . W e k now t hat t he distance o f t he m ass at  any time t  is 
given by 

  ( )sinx A tω φ= +  

Since  2sinA t πω
ω

φ  + +    
 

   ( )sin 2A tω πφ = + +   

     ( )sin  A tω φ = +   

Therefore, t he di stances of  t he s uspended bod y f rom t he e quilibrium p osition a t the 

times t  and 2t π
ω

+ are same 

Further, velocity of the body at any time t  is given by 

  ( )cos  dx A t
dt

ω ω φ= +  

  2cosA t πω ω
ω

φ  + +  
  

  

       [ ]cos  2A tω ω πφ= + +  

       ( )cos  A tω ω φ= +  

Therefore the velocity o f the body remains unaltered i f t  is increased b y 2 /π ω . Hence 
the time period of free vibrations described by the 2nd order differential equation  

 
2

2
2 0d x x

dt
ω+ =  

is given by 

    2T π
ω

=  

Frequency 
The number of vibration /cycle completed in a unit of time is known as frequency of the 
free vibrations, denoted by f . Since the cycles completed in time T  is 1. T herefore, the 
number of cycles completed in a unit of time is T/1  
Hence 

   1
2

f
T

ω
π

= =  
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Example 1 
Solve and interpret the initial value problem 

  0162

2
=+ x

dt
xd  

  ( ) ( ) 00  ,100 =′= xx . 

Interpretation 
Comparing the initial conditions 

  ( ) ( ) 00  ,100 =′= xx . 

With 

  ( ) ( ) βxα,  x =′= 00  

We see that 
  010 ==  , βα  

Thus the problem is equivalent to  
 Pulling the mass on a spring 10 units below the equilibrium position. 
 Holding it there until time 0=t  and then releasing the mass from rest. 

Solution 
Consider the differential equation 

  0162

2
=+ x

dt
xd  

Put mtmt em
dt

xdex 2
2

2
   , ==  

Then, the auxiliary equation is 

  0162 =+m  
 ⇒  im 40 ±=  
Therefore, the general solution is: 

 ( ) tctctx 4sin4cos 21 +=  

Now we apply the initial conditions. 

  ( ) 100.1.100 21 =+⇒= ccx  

Thus  101 =c  

So that ( ) tcttx 4sin4cos10 2+=  

 tct
dt
dx 4cos44sin40 2+−=  
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Therefore ( ) 00 =′x    ( ) 01.4040 2 =+−⇒ c  

Thus   02 =c  

Hence, the solution of the initial value problem is 

  ( ) ttx 4cos10=  

Note that 
 Clearly, t he s olution s hows t hat onc e t he s ystem is  s et in to mo tion, it  stays in  

motion with mass bouncing back and forth with amplitude being units  10 . 
 Since 4ω = . Therefore, the period of oscillation is 

   seconds  
24

2 ππ
==T  

Example 2 
 
A mass weighing 2lbs stretches a spring 6 inches. At t = 0 the mass is released from a 

point 8 i nches b elow t he e quilibrium pos ition w ith a n up ward ve locity of  sft /
3
4 . 

Determine the function x (t) that describes the subsequent free motion. 
Solution 
For consistency of units with the engineering system, we make the following conversions 

  foot 
2
1inches 6 =  

  foot 
3
2 inches 8 = . 

Further weight of the body is given to be 
  lbs 2W =  
But   mg=W  

Therefore  
32
2W

==
g

m  

or  slugs. 
16
1

=m  

Since foot 
2
1

== sStretch  

Therefore by Hook’s Law, we can write 

 





=

2
12 k  lbs/ft 4=⇒ k  
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Hence the equation of simple harmonic motion 

 kx
dt

xdm −=2

2
 

becomes  

 x
dt

xd 4
16
1

2

2
−=  

or 0642

2
=+ x

dt
xd . 

Since th e in itial d isplacement is  tinches f  
3
2  8 = and th e in itial velocity is ft/s 

3
4− , t he 

initial conditions are: 

  ( ) ( )
3
40    ,

3
20 −=′= xx  

The n egative s ign in dicates th at th e in itial v elocity is  g iven in  t he upw ard i .e ne gative 
direction. Thus, we need to solve the initial value problem. 

Solve  0642

2
=+ x

dt
xd  

Subject to ( ) ( )
3
40   ,

3
20 −=′= xx  

Putting  mtmt em
dt

xdex 2
2

2
  , ==  

We obtain the auxiliary equation 

  0642 =+m  
or  im 8±=  
The general solution of the equation is  

 ( ) tctctx 8sin8cos 21 +=  

Now, we apply the initial conditions. 

 ( )
3
20 =x    

3
20.1. 21 =+⇒ cc  

Thus  
3
2

1 =c  

 

So that  ( ) tcttx 8sin8cos
3
2

2+=  
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Since  

  ( ) tcttx 8cos88sin
3

16
2+−=′ . 

Therefore  

 ( )
3
40 −=′x  

3
41.80.

3
16

2 −=+−⇒ c  

Thus    

   
6
1

2 −=c . 

Hence, solution of the initial value problem is 

 ( ) .8sin
6
18cos

3
2 tttx −=  

Example 3 
Write the solution of the initial value problem discussed in the previous example in the 
form 

  ( ) ( )sin  x t A tω φ= + . 

Solution 
The initial value discussed in the previous example is: 

Solve  0642

2
=+ x

dt
xd  

Subject to ( ) ( )
3
40    ,

3
20 −=′= xx  

Solution of the problem is 

 ( ) tttx 8sin
6
18cos

3
2

−=  

Thus amplitude of motion is given by 

 ft 69.0
6
17

6
1

3
2 22

≈=





−+






=A  

and the phase angle is defined by 

 0
17
4

6/17
3/2

sin >==φ  

 0
17
1

6/17
6/1

cos <−=−=φ  
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Therefore 
  4tan −=φ  

or  ( ) radians 326.14tan 1 −=−−  

Since ,0  ,0 cossin <> φφ the phase angle φ must be in 2nd quadrant. 

Thus 
 radians 816.1326.1 =−= πφ  

Hence the required form of the solution is 

 ( ) ( )816.18sin
6
17

+= ttx  

Example 4 
For the motion described by the initial value problem 

Solve 
2

2 64 0d x x
dt

+ =  

Subject to ( ) ( )
3
40   ,

3
20 −=′= xx  

Find the first value of  t ime for which the mass passes through the equilibrium position 
heading downward. 
Solution 
We know that the solution of initial value problem is 

 ( ) tttx 8sin
6
18cos

3
2

−= . 

This solution can be written in the form 

 ( ) ( )816.18sin
6
17

+= ttx  

The values of t  for which the mass passes through the equilibrium position i.e for which 
0=x  are given by 

 πφ nwt =+  

Where ,2,1=n , therefore, we have 

  ,3816.18     ,2816.18     ,816.18 321 πππ =+=+=+ ttt  

or   9510   5580   1660 321 ,.t, .t, .t ===  

Hence, the mass passes through the equilibrium position  
  0=x  

heading downward first time at 558.02 =t seconds. 
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Exercise 
State in words a possible physical interpretation of the given initial-value problems. 

1. ( ) ( ) 203003
32
4

−=′−==+′′ x,   x,         xx  

2. ( ) ( ) 007.0004
16
1

=′==+′′ x,   x,         xx  

Write the solution of the given initial-value problem in the form ( ) ( )φϖ += tAtx sin  

3. ( ) ( ) 10020025 =′−==+′′ x,   x,         xx  

4. ( ) ( ) 201008
2
1

−=′==+′′ x,   x,         xx  

5. ( ) ( )2 0 0 1 0 2 2x x ,         x ,   x′′ ′+ = = − = −  

6. ( ) ( ) 16040016
4
1

=′==+′′ x,   x,         xx  

7. ( ) ( ) 10100101.0 =′==+′′ x,   x,         xx  

8. ( ) ( ) 30400 =′−==+′′ x,   x,         xx  

9. The period of free undamped oscillations of a mass on a  spring is 4/π seconds. 
If the spring constant is 16 lb/ft, what is the numerical value of the weight? 

10. A 4-lb weight is attached to a spring, whose spring constant is lb/ft  16 . What is 
period of simple harmonic motion? 

11. A 24-lb weight, attached to the spring, stretches it 4 inches. Find the equation of 
the m otion i f t he w eight i s r eleased from r est f rom a  poi nt 3 i nches a bove t he 
equilibrium position. 

12. A 2 0-lb w eight s tretches a s pring 6  i nches. T he weight i s released f rom r est 6  
inches below the equilibrium position. 

a) Find the position of the weight at seconds. 
32
9,

4
,

6
,

8
,

12
πππππ

=t  

b) What i s t he ve locity of t he w eight w hen 16/3π=t seconds? In w hich 
direction is the weight heading at this instant? 

c) At what times does the weight pass through the equilibrium position? 
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Lecture 12 
 

Differential Equations with Variable Coefficients 
 
So far we have been solving Linear Differential Equations with constant coefficients. 
 
We will now discuss the Differential Equations with non-constant (variable) coefficients. 
 
These equations normally arise in applications such as temperature or potential u in the 
region bounde d be tween t wo c oncentric s pheres. T hen unde r s ome c ircumstances w e 
have to solve the differential equation: 
 

 022

2

=+
dr
du

dr
udr  

 
where the variable r>0 represents the radial distance measured outward from the center 
of the spheres. 

 
Differential equations with variable coefficients such as  

 0)( 222 =−+′+′′ yvxyxyx  

 0)1(2)1( 2 =++′−′′− ynnyxyx  
and 022 =+′−′′ nyyxy  
occur i n a pplications r anging f rom pot ential pr oblems, te mperature d istributions a nd 
vibration phenomena to quantum mechanics. 
 
The differential equations with variable coefficients cannot be solved so easily. 
 
Cauchy- Euler Equation: 
  
Any linear differential equation of the form  

  )(011

1
1

1 xgya
dx

ydxa
dx

ydxa
dx

ydxa n

n
n

nn

n
n

n =++++ −

−
−

−   

where 01 ,,, aaa nn − are co nstants, i s s aid t o b e a Cauchy-Euler equation or  e qui-
dimensional eq uation. T he d egree o f e ach m onomial co efficient m atches t he o rder o f 
differentiation i.e nx is the coefficient of nth derivative of y, 1−nx  of (n-1)th derivative of 
y, etc. 
 
For convenience we consider a homogeneous second-order differential equation  

  
2

2
2 0,d y dyax bx cy

dxdx
+ + =   0≠x  

The solution of higher-order equations follows analogously.  
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Also, we can solve the non-homogeneous equation 

  
2

2
2 ( ),d y dyax bx cy g x

dxdx
+ + =   0≠x  

by variation of parameters after finding the complementary function ).(xyc  
 
We find the general solution on the interval ),0( ∞  and the solution on ),0( −∞  can be 
obtained by substituting xt −=  in the differential equation. 
 
 
Method of Solution: 
 
We try a solution of the form mxy = , where m is to be determined. The first and second 
derivatives are, respectively, 

 1−= mmx
dx
dy    and   

2
2

2 ( 1) md y m m x
dx

−= −  

Consequently the differential equation becomes 

 mmm cxmxbxxmmaxcy
dx
dybx

dx
ydax +⋅+−⋅=++ −− 122
2

2
2 )1(  

    mmm cxbmxxmam ++−= )1(  

    ( ( 1) )mx am m bm c= − + +  
Thus mxy = is a solution of the differential equation whenever m is a solution of the 
auxiliary equation 
 
 0))1(( =++− cbmmam  or  0)(2 =+−+ cmabam  
 
The solution of the differential equation depends on the roots of the AE.  
 
 
Case-I: Distinct Real Roots 
  
Let 1m  and 2m  denote the real roots of the auxiliary equation such that 21 mm ≠ . Then  
  1mxy =  and 2mxy =   form a fundamental set of solutions.  
 
Hence the general solution is 
   21

21
mm xcxcy += . 
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Example 1 

 Solve     
2

2
2 2 4 0d y dyx x y

dxdx
− − =  

Solution: 
  
Suppose that mxy = , then  

1−= mmx
dx
dy   ,   

2
2

2 ( 1) md y m m x
dx

−= −  

Now substituting in the differential equation, we get: 

 mmm xmxxxmmxy
dx
dyx

dx
ydx 42)1(42 122
2

2
2 −⋅−−⋅=−− −−  

    ( ( 1) 2 4)mx m m m= − − −  
 

2( 3 4) 0mx m m− − =     if 0432 =−− mm  
This implies 4,1 21 =−= mm ; roots are real and distinct. 
So the solution is  4

2
1

1 xcxcy += − . 
 
 
Case II: Repeated Real Roots 
 
If the roots of the auxiliary equation are repeated, that is, then we obtain only one 
solution 1mxy = .  
 
To construct a second solution 2y , we first write the Cauchy-Euler equation in the form   

   022

2

=++ y
ax
c

dx
dy

ax
b

dx
yd  

Comparing with  

   0)()(2

2

=++ yxQ
dx
dyxP

dx
yd  

We make the identification 
ax
bxP =)(  . Thus 

   ∫
∫

= dx
x

exy m

dx
ax
b

m
22 )( 1

1  

        ∫
−

= dx
x

ex m

x
a
b

m
1

1
2

ln)(

 

                   21 1.
b

m max x x dx−−= ∫  

Since roots of the AE  0)(2 =+−+ cmabam   are equal, therefore  discriminant is zero  
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   i.e 
a
abm

2
)(

1
−

−=   or  1
( )2 b am

a
−

− = +  

   12 .
b b a

m a ay x x x dx
− −

= ∫   

   ∫ == .ln11
2 xx

x
dxxy mm  

The general solution is then 
 xxcxcy mm ln11

21 +=   
   
          
Example 2 

Solve      .084 2

2
2 =++ y

dx
dyx

dx
ydx  

Solution: 
  
Suppose that mxy = , then 

1−= mmx
dx
dy   ,   .)1( 2

2

2
−−= mxmm

dx
yd  

Substituting in the differential equation, we get: 

 0)144()18)1(4(84 2
2

2
2 =++=++−=++ mmxmmmxy

dx
dyx

dx
ydx mm  

 if 0144 2 =++ mm  or 0)12( 2 =+m .  

Since 
2
1

1 −=m , the general solution is  

  xxcxcy ln2
1

2
2
1

1

−−
+= . 

 
For hi gher or der e quations, i f 1m is a  r oot of  m ultiplicity k, t hen i t c an be  s hown t hat: 

2 11 1 1 1, ln , (ln ) , , (ln )m m m m kx x x x x x x − are k linearly independent solutions.  
 
Correspondingly, t he general s olution of  t he di fferential equation m ust then c ontain a  
linear combination of these k solutions. 
                  
Case III Conjugate Complex Roots 
 
If the roots of the auxiliary equation are the conjugate pair 
  ,1 βα im +=   βα im −=2  
where α  and β >0 are real, then the solution is  

  1 2 .i iy c x c xα β α β+ −= +  
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But, as in the case of equations with constant coefficients, when the roots of the auxiliary 
equation are complex, we wish to write the solution in terms of real functions only. We 
note the identity  
  lnln( ) ,i i i xxx e eβ β β= =    
which, by Euler’s formula, is the same as  
  cos( ln ) sin( ln )ix x i xβ β β= +  
Similarly we have 
  cos( ln ) sin( ln )ix x i xβ β β− = −  
  
Adding and subtracting last two results yields, respectively,  
  2cos( ln )i ix x xβ β β−+ =  

 and 2 sin( ln )i ix x i xβ β β−− =  
 
From the fact that 1 2

i iy c x c xα β α β+ −= + is the solution of  2 0ax y bxy cy+ + =′′ ′ , 
for any values of constants 1c  and 2c , we see that  

 1 ( ),i iy x x xβ βα −= +   1 2( 1)c c= =  

 2 ( ),i iy x x xβ βα −= −   1 2( 1, 1)c c= = −  
 
or 1 2 (cos( ln ))y x xα β=   

 2 2 (sin( ln ))y x xα β=              are also solutions.  
 
Since 0;0))lnsin(),lncos(( 12 >≠= − ββββ ααα xxxxxW , on the interval ),,0( ∞  we 
conclude that 

 )lncos(1 xxy βα= and )lnsin(2 xxy βα=  
constitute a fundamental set of real solutions of the differential equation.  
 
Hence the general solution is 
  )]lnsin()lncos([ 211 xcxcxy ββα +=  
 
Example 3 
 Solve the initial value problem 

 ,0332

2
2 =++ y

dx
dyx

dx
ydx      5)1(,1)1( −=′= yy  

Solution: 

Let us suppose that:    mxy = , then 1−= mmx
dx
dy   and   .)1( 2

2

2
−−= mxmm

dx
yd  

 0)32()33)1((33 2
2

2
2 =++=++−=++ mmxmmmxy

dx
dyx

dx
ydx mm  
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if    0322 =++ mm .  
 
From the qu adratic formula we f ind that im 211 +−=  and im 211 −−= . If we m ake 
the id entifications 1−=α  and 2=β , s o t he general s olution of  t he di fferential 
equation is 

 )]ln2sin()ln2cos([ 21
1

1 xcxcxy += − . 
 
By applying the conditions 5)1(,1)1( −=′= yy , we find that 

 11 =c  and 222 −=c .  
 
Thus the solution to the initial value problem is 

)]ln2sin(22)ln2[cos(1
1 xxxy −= −  

 
Example 4 
 Solve the third-order Cauchy-Euler differential  equation 

  ,0875 2

2
2

3

3
3 =+++ y

dx
dyx

dx
ydx

dx
ydx  

Solution 
  
The first three derivative of  mxy =  are 

 1−= mmx
dx
dy ,  2

2

2

)1( −−= mxmm
dx

yd ,  
3

3
3 ( 1)( 2) ,md y m m m x

dx
−= − −  

so the given differential equation becomes 
 

,87)1(5)2)(1(875 12233
2

2
2

3

3
3 mmmm xxmxxmmxxmmmxy

dx
dyx

dx
ydx

dx
ydx ++−+−−=+++ −−−

 
       )87)1(5)2)(1(( ++−+−−= mmmmmmxm  
       )842( 23 +++= mmmxm  
In this case we see that mxy =  is a solution of the differential equation, provided m is a 
root of the cubic equation  
  0842 23 =+++ mmm   

or  0)4)(2( 2 =++ mm  
The roots are: imimm 2,2,2 321 −==−= .  
 
Hence the general solution is 
  )ln2sin()ln2cos( 32

2
11 xcxcxcy ++= −  
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Example 5 
 
Solve the non-homogeneous equation 
 2 43 3 2 xx y xy y x e− + =′′ ′  
 
Solution 
 
Put  mxy =   

 1−= mmx
dx
dy ,  2

2

2

)1( −−= mxmm
dx

yd  

Therefore we get the auxiliary equation, 
 033)1( =+−− mmm  or 0)3)(1( =−− mm  or 3,1=m  
  
Thus  3

21 xcxcyc +=  
Before using variation of  parameters to find the particular solution 2211 yuyuy p += , 

recall that the formulas 
W
Wu 1

1 =′  and  
W
Wu 2

2 =′ , where 
2

2
1 )(

0
yxf
y

W
′

=  , 
)(

0

1

1
2 xfy

y
W

′
= , 

and W is the Wronskian of  1y  and 2y , were derived under the assumption that the 
differential equation has been put into special form    . )()()( xfyxQyxPy =+′+′′  

Therefore we divide the given equation by 2x , and form xexy
x

y
x

y 2
2 233

=+′−′′  

we make the identification xexxf 22)( =  . Now with xy =1 , 2
2 xy = , and 

3
2

3

2
31

x
x
xx

W == ,    x
x ex

xex
x

W 5
22

3

1 2
32

0
−== ,  x

x ex
ex

xx
W 3

22 2
21

==  

 
we find  

  x
x

ex
x
exu 2
3

5

1 2
2

−==′  and x
x

e
x
exu ==′ 3

3

2 2
2  

   xxx exeexu 222
1 −+−=  and xeu =2 . 

 
Hence   2211 yuyuy p +=  

            xxxxxx xeexxexexeex 22)22( 232 −=+−+−=  
 
Finally we have xx

pc xeexxcxcyyy 22 23
21 −++=+=  

 
 
 
Exercises 
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1. 24 0x y y+ =′′  
2. 0xy y− =′′ ′  

3. 2 5 3 0x y xy y+ + =′′ ′  

4. 24 4 0x y xy y+ − =′′ ′  

5. 2 7 41 0x y xy y− + =′′ ′  

6. 
3 23 2

3 22 4 4 0d y d y dyx x x y
dxdx dx

− + − =  

7. 
4 3 24 3 2

4 3 26 9 3 0d y d y d y dyx x x x y
dxdx dx dx

+ + + + =  

8. 2 5 8 0; (1) 0, (1) 4x y xy y y y− + = = =′′ ′ ′  

9. 2 3 ln2 2 xx y xy y x− + =′′ ′  

10. 
3 23 2 3

3 23 6 6 3 lnd y d y dyx x x y x
dxdx dx

− + − = +  
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Lecture 13 

 
Cauchy-Euler Equation: 

Alternative Method of Solution 
 
We reduce any Cauchy-Euler differential equation to a differential equation with constant 
coefficients through the substitution  

  tx e=    or   xt ln=   

dt
dy

xdx
dt

dt
dy

dx
dy

⋅=⋅=∴
1  

dt
dy

xdt
dy

dx
d

xdt
dy

xdx
d

dx
yd

⋅−⋅=⋅= 22

2 1)(1)1(  

 or 
dt
dy

xdx
dt

dt
dy

dt
d

xdx
yd

⋅−⋅= 22

2 1)(1  

 or 
dt
dy

xdt
yd

xdx
yd

⋅−⋅= 22

2

22

2 11  

Therefore   
dt
dy

dx
dyx = , 

dt
dy

dt
yd

dx
ydx −= 2

2

2

2
2  

 
Now introduce the notation 

  ,, 2

2
2

dx
dD

dx
dD ==  etc. 

and  ,, 2

2
2

dt
d

dt
d

=∆=∆    etc. 

Therefore, we have   
  ∆=xD  
  2 2 2 ( 1)x D = ∆ −∆ = ∆ ∆−  
Similarly 
  3 3 ( 1)( 2)x D = ∆ ∆− ∆−  

  4 4 ( 1)( 2)( 3)x D = ∆ ∆− ∆− ∆−   so on so forth. 
 
This s ubstitution in  a  g iven Cauchy-Euler differential e quation w ill r educe it in to a  
differential equation with constant coefficients.  
 
At this stage we suppose mty e=  to obtain an auxiliary equation and write the solution 

in terms of y and t. We then go back to x  through tx e= . 
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Example 1 

 Solve 0422

2
2 =−− y

dx
dyx

dx
ydx  

Solution 
 
The given differential equation can be written as 
 0)42( 22 =−− yxDDx  

With the substitution tx e=  or xt ln= , we obtain  
  ∆=xD ,  )1(22 −∆∆=Dx  
Therefore the equation becomes: 
  0]42)1([ =−∆−−∆∆ y  
 or 0)43( 2 =−∆−∆ y  

 or 0432

2

=−− y
dt
dy

dt
yd  

Now substitute:  mty e=  then mtdy me
dt

= ,  
2

2
2

mtd y m e
dt

=  

Thus 2( 3 4) 0mtm m e− − =   or   0432 =−− mm , which is the auxiliary equation. 
  0)4)(1( =−+ mm        4,1−=m  
The roots of the auxiliary equation are distinct and real, so the solution is 
 
  4

1 2
t ty c e c e−= +  

But    tx e= , therefore the answer will be 
  1 4

1 2y c x c x−= +  
Example 2 

 Solve 084 2

2
2 =++ y

dx
dyx

dx
ydx  

Solution  
  
The differential equation can be written as: 
  0)184( 22 =++ yxDDx  

Where  2

2
2,

dx
dD

dx
dD ==  

Now with the substitution tx e= or lnt x= , ∆=xD  , )1(22 −∆∆=Dx   where 
dt
d

=∆  

The equation becomes: 
  
 0)18)1(4( =+∆+−∆∆ y         or 0)144( 2 =+∆+∆ y  

 
2

24 4 0d y dy y
dt dt

+ + =  
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Now substituting mty e=  then  mtdy me
dt

= , 
2 2
2

mtd y m e
dt

= , we get

 2(4 4 1) 0mtm m e+ + =  
 or 0144 2 =++ mm  or 0)12( 2 =+m  

 or 
2
1,

2
1
−−=m ; the roots are real but repeated.  

Therefore the solution is 

 
1
21 2( )

t
y c c t e

−
= +  

 or 
1
21 2( ln )y c c x x

−
= +  

 i-e 
1 1
2 21 2 lny c x c x x

− −
= +  

 
 
Example 3 
  

Solve the initial value problem 

0332

2
2 =++ y

dx
dyx

dx
ydx , 5)1(,1)1( −=′= yy  

 
Solution 
  
The given differential can be written as: 
  0)33( 22 =++ yxDDx  

Now with the substitution tx e=  or  lnt x=  we have: 
 ∆=xD  , )1(22 −∆∆=Dx  
Thus the equation becomes: 
 0)33)1(( =+∆+−∆∆ y   or 0)32( 2 =+∆+∆ y  

 0322

2

=++ y
dt
dy

dt
yd  

Put mty e=  then  the A.E. equation is: 
 or 0322 =++ mm  
  

 or 21
2

1242 im ±−=
−±−

=  

So that solution is: 
 1 2( cos 2 sin 2 )ty e c t c t−= +  

 or 1
1 2( cos 2 ln sin 2 ln )y x c x c x−= +  
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Now 1)1( =y  gives, 1 21 ( cos 0 sin 0)c c= +  11 =⇒ c  
 

2 2
1 2 1 2( cos 2 ln sin 2 ln ) ( 2 sin 2 ln 2 cos 2 ln )y x c x c x x c x c x− −′ = − + + − +  

5)1( −=′∴ y  gives: ]2[]0[5 21 cc ++−=−  or 452 12 −=−= cc , 22
2
4

2 −=
−

=c  

Hence solution of the IVP is: 
 1[cos( 2 ln ) 2 2 sin( 2 ln )]y x x x−= − . 
 
Example 4 

 Solve  0875 2

2
2

3

3
3 =+++ y

dx
dyx

dx
ydx

dx
ydx  

Solution 
 
The given differential equation can be written as: 
  0)875( 2233 =+++ yxDDxDx  
 
Now with the substitution tx e=   or  lnt x=  we have: 
 ∆=xD  , )1(22 −∆∆=Dx , )2)(1(33 −∆−∆∆=Dx  
  
So the equation becomes: 
 0)87)1(5)2)(1(( =+∆+−∆∆+−∆−∆∆ y  
 or 0)875523( 223 =+∆+∆−∆+∆+∆−∆ y  
 or 0)842( 23 =+∆+∆+∆ y  

 or 0842 2

2

3

3

=+++ y
dt
dy

dt
yd

dt
yd  

  
Put mty e= , then the auxiliary equation is: 
 0842 23 =+++ mmm  
 or  0)2)(4( 2 =++ mm  
       ,2−=m  or i2±  
  
So the solution is: 
  2

1 2 3cos2 sin 2ty c e c t c t−= + +  

 or  2
1 2 3cos(2ln ) sin(2ln )y c x c x c x−= + +  
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Example 5 
  

Solve the non-homogeneous differential equation 

 2 43 3 2 xx y xy y x e− + =′′ ′  
 
Solution 
  
First consider the associated homogeneous differential equation. 
 2 3 3 0x y xy y− + =′′ ′  

With the notation 2
2

2

, D
dx
dD

dx
d

== , the differential equation becomes: 

  2 2( 3 3) 0x D xD y− + =  

With the substitution tx e=  or lnt x= , we have:  
  ∆=xD ,  )1(22 −∆∆=Dx  
 
So the homogeneous differential equation becomes: 
  0]33)1([ =+∆−−∆∆ y  
  0)34( 2 =+∆−∆ y  

 or 0342

2

=+− y
dt
dy

dt
yd  

Put mty e=  then the AE is: 
 0342 =+− mm  or  0)1)(3( =−− mm , or 3,1=m  

 3
1 2

t tcy c e c e∴ = + , as tx e=  

    3
1 2cy c x c x= +  

For py we write the differential equation as:  

 2
2

3 3 2 xy y y x ex x
− + =′′ ′  

3
1 2py u x u x= + ,  where 1u  and 2u  are functions given by  

 1
1

Wu
W

=′  ,  2
2

Wu
W

=′ ,  

with 
3

3
2

2
1 3
x xW x

x
= =  , 

3
5

1 2 2
0 2

2 3
x

x
xW x e

x e x
= = −  and 

3
2 2

0
2

1 2
x

x
x

W x e
x e

= =  
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So that     
5 2

1 3
2
2

x xx eu x e
x

= = −′    and   
3

2 3
2
2

x xx eu e
x

= =′  

     2 2
1 [ 2 ]x x xu x e dx x e xe dx∴ = − = − −∫ ∫   

  2 2[ ]x x xx e xe e dx= − + − ∫  

  2 2 2x x xx e xe e= − + −  
   

and 2
x xu e dx e= =∫ . 

Therefore  
2 3 2( 2 2 ) 2 2x x x x x x

py x x e xe e x e x e xe= − + − + = −   
Hence the general solution is: 
  c py y y= +  

 3 2
1 2 2 2x xy c x c x x e xe= + + −  

 
Example 6 

 Solve   
22

2 lnd y dyx x y x
dxdx

− + =  

 
Solution 
 
Consider the associated homogeneous differential equation. 

 
22

2 0d y dyx x y
dxdx

− + =  

 or 2 2( 1) 0x D xD y− + =  
 
With the substitution tx e= , we have:  
  xD = ∆ ,  2 2 ( 1)x D = ∆ ∆−  
 
So the homogeneous differential equation becomes: 
 
  0]1)1([ =+∆−−∆∆ y  
  0)12( 2 =+∆−∆ y  

 or 022

2

=+− y
dt
dy

dt
yd  

Putting mty e= , we get the auxiliary equation as: 
 0122 =+− mm   or  0)1( 2 =−m      or  1,1=m  

129 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

  1 2
t t

cy c e c te∴ = +  
 or     1 2 lncy c x c x x= +  . 
Now the non-homogeneous differential equation becomes: 

 
2
2 2d y dy y t

dtdt
− + =  

By the method of undetermined coefficients we try a particular solution of the form 
py A Bt= + . This assumption leads to  

tBtAB =++− 2  so that A=2 and B=1. 
 

Using c py y y= + , we get  

 1 2 2t t
cy c e c te t= + + + ; 

 
So the general solution of the original differential equation on the interval ),0( ∞  is 
 1 2 ln 2 lncy c x c x x x= + + +  
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Exercises 
 
Solve using tx e=  
 

1. 
2

2 0d y dyx
dxdx

+ =  

2. 
22

2 4 0d y dyx x y
dxdx

+ + =  

3. 
22 22 3 0d y dyx x y

dxdx
−− =  

4. 
22 25225 0d y dyx x y

dxdx
+ + =  

5. 
22 623 0d y dyx x y

dxdx
+ + =  

6. 
4 3

64 3 0d y d yx
dx dx

+ =  

7. 
22 32 0, (1) 0, '(0) 4d y dyx x y y

dxdx
+ = = =  

8. 
22

2 0, (1) 1, '(1) 2d y dyx x y y y
dxdx

+ + = = =  

9. 2
22 102 8d y dyx x y x

dxdx
+ + =  

10. 3

2 52 9 202 x
d y dyx x ydxdx

+ − =  
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Lecture 14 

Power Series: An Introduction 
 

 A s tandard t echnique f or s olving l inear di fferential e quations w ith v ariable 
coefficients i s t o f ind a  solution as an i nfinite s eries. Often this solution can be  
found in the form of a power series. 

 

 Therefore, i n this l ecture w e di scuss s ome of  t he m ore i mportant f acts a bout 
power series. 

 

 However, for an in-depth review of the infinite series concept one should consult 
a standard calculus text. 

 

Power Series 

A power series in( ax − ) is an infinite series of the form  

 ( ) 2
0 1 2

0
( ) ( )n

n
n

c x a c c x a c x a
∞

=

− = + − + − +∑ . 

The co efficients 0 1 2,  ,  ,c c c   and a  are constants and x  represents a  va riable. In t his 
discussion we will only be concerned with the cases where the coefficients, x  and a  are 
real numbers. The number a  is known as the centre of the power series.  

 

Example 1 
The infinite series 

 
( ) 1 2 3

2 2 2
1

1
2 3

n
n

n

x xx x
n

+∞

=

−
= − + −∑   

is a power series in x . This series is centered at zero. 

 

Convergence and Divergence 

 If we choose a specified value of the variable x  then the power series becomes an 
infinite series of c onstants. I f, f or the g iven x , t he s um of  t erms of  t he power 
series equals a finite real number, then the series is said to be convergent at x .  

 A power series that is not convergent is said to be a divergent series. This means 
that th e s um o f te rms o f a  d ivergent pow er s eries i s not  e qual t o a f inite r eal 
number. 
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Example 2 
 
(a)  Consider the power series  

 
2 3

0
1

! 2! 3!

n

n

x x xx
n=

∞
= + + + +∑   

Since for 1x =  the series become 

 
0

1 11 1
! 2! 3!

n

n

x e
n=

∞
= + + + + =∑   

Therefore, the power series converges 1x =  to the number e  
(b) Consider the power series 
 

2 3

0
!( 2) 1 ( 2) 2!( 2) 3!( 2)

n

nn x x x x
=

∞
+ = + + + + + + +∑   

The series diverges  x∀ , except at 2x = − . For instance, if we take 1x =  then the series 
becomes 

 
0

!( 2) 1 3 18
n

nn x
=

∞
+ = + + +∑   

Clearly t he s um o f a ll t erms on r ight h and s ide i s not  a  finite num ber. Therefore, t he 
series i s d ivergent at 1x = .  S imilarly, w e c an s ee i ts d ivergence at  al l o ther v alues of  

2x ≠ −    
 
The Ratio Test 
To determine for which values of x  a power series is convergent, one can often use the 
Ratio Test. The Ratio test states that if   

 
0 0

( )n
n n

n n
a c x a

∞ ∞

= =
= −∑ ∑  

 
is a power series and   
 

 1 1lim lim | - |n n
n nn n

a c
x a L

a c
+ +

→∞ →∞
= =  

Then: 

 The power series converges absolutely for those values of x  for which 1L < . 

 The power series diverges for those values of x for which 1 o r L  =  L > ∞ . 

 The test is inconclusive for those values of  x  for which 1L = . 

133 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

 
Interval of Convergence 
 
The set of all real values of x  for which a power series  

 ( )
0

n
n

n
c x a

∞

=

−∑  

converges is known as the interval of convergence of the power series.  
 
Radius of Convergence 
Consider a power series 

 ( )∑
∞

=
−

0n

n
n axc  

Then exactly one of the following three possibilities is true: 

 The series converges only at its center x a= .    
 The series converges for all values of x .  
 There is a number 0>R  such that the series converges absolutely x∀  satisfying 

Rax <−  and diverges for Rax >− . This means that the series converges for 
( , )x a R a R∈ − +  and diverges out side this interval. 

The number R  is called the radius of convergence of the power series.  If first possibility 
holds then 0R =  and in case of 2nd possibility we write R = ∞ . 
From the Ratio test we can clearly see that the radius of convergence is given by 

 
1

lim n
n n

c
R

c→∞ +
=  

provided the limit exists. 

Convergence at an Endpoint 
If the radius of convergence of a power series is 0>R , then the interval of convergence 
of the series is one of the following 
 [ ]( , ),  ( , ],  [ , ),  ,a R a R a R a R a R a R a R a R− + − + − + − +  
To de termine which of  t hese i ntervals i s t he i nterval of  convergence, w e must conduct 
separate investigations for the numbers x a R and x a R= − = + .  
 
Example 3 
Consider the power series 

 
1 1

1 n
n

n n
a x

n

∞ ∞

= =
=∑ ∑  

Then 
1

1lim lim
1

n
n

nn nn

a x n
a n x

+
+

→∞ →∞
= ⋅

+
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or 1lim lim lim | | | |
1 1

n
n n nn

a n nx x x
a n n
+

→∞ →∞ →∞
= ⋅ = =

+ +
 

Therefore, it f ollows from the Ratio Test that the power series converges absolutely for 
those values of x  which satisfy 

   1x <  

This means that the power series converges if x  belongs to the interval 

 ( 1,1)−  

The series diverges outside this interval i .e. when 1x > or 1x < − . The convergence of 
the power series at the numbers 1 and 1−  must be investigated separately by substituting 
into the power series. 

a) When we substitute 1x = , we obtain  

 
1

1 1 1 1(1) 1
2 3

n

n n n

∞

=
= + + + + +∑    

which is a divergent p -series, with
1
2

p = . 

b) When we substitute 1x = − , we obtain 

 
1

1 1 1 ( 1)( 1) 1
2 3

n
n

n n n

∞

=

−
− = − + − + + +∑    

which converges, by alternating series test. 

Hence, t he i nterval o f convergence o f t he p ower s eries i s [ 1,1)− . T his m eans t hat t he 
series is convergent for those vales of x  which satisfy 

  1    1x− ≤ <    
Example 4 
Find the interval of convergence of the power series 

   
( )

1 1

3

2

n

n n
n n

x
a

n

∞ ∞

= =

−
=

⋅
∑ ∑  

Solution 
 
The power series is centered at 3 and the radius of convergence of the series is 

    
( )12 1

lim 2
2

n

nn

n
R

n

+

→∞

+
= =

⋅
 

Hence, the series converges absolutely for those values of x which satisfy the inequality 
3 2 1 5x x− < ⇒ < <   

(a) At the left endpoint we substitute 1=x  in the given power series to obtain the series 
of constants: 

135 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

     
( )

1 1

1 n

n
n n

a
n

∞ ∞

= =

−
=∑ ∑  

This series is convergent by the alternating series test.  
(b) At the right endpoint we substitute 5=x  in the given series and obtain the following 
harmonic series of constants 

1

1

n n

∞

=
∑  

Since a harmonic series is always divergent, the above power series is divergent.  
 
Hence, the series the interval of convergence of the given power series is a half open and 
half closed interval[ )1, 5 . 

 

Absolute Convergence 
Within its  interval of convergence a power series converges absolutely. In other words, 
the series of absolute values  

 ( )∑
∞

=
−

on

n
n axc   

converges for all values x  in the interval of convergence.   

A Power Series Represent Functions 

A power series ( )
0

n
n

n
c x a

∞

=
−∑ determines a f unction f whose domain is the interval of 

convergence of the power series.  Thus for all x  in the interval of convergence, we write 

( ) ( ) ( ) ( ) ( )∑
∞

=
+−+−+−+=−=

0

3
3

2
210

n

n
n axcaxcaxccaxcxf  

If a  function i s f  is defined in  th is way, we say that ( )
0

n
n

n
c x a

∞

=
−∑ is a p ower series 

representation for ( )f x . We also say that f is represented by the power series 
 
Theorem 

Suppose that a  power series ( )
0

n
n

n
c x a

∞

=
−∑  has a radius of convergence 0>R  and for 

every x  in the interval of convergence a function f is defined by 

 ( ) ( ) ( ) ( ) ( )∑
∞

=
+−+−+−+=−=

0

3
3

2
210

n

n
n axcaxcaxccaxcxf  

Then 
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 The f unction f  is c ontinuous, di fferentiable, a nd i ntegrable on  t he 

interval ( ),  a R a R− + . 

 Moreover, ( )xf ′ and ( )f x dx∫  can be found from term-by-term differentiation 

and ntegration. 
Therefore 

 ( ) ( ) ( ) ( )2 1
1 2 3

1
2 3 n

n
n

f x c c x a c x a nc x a
∞

−

=

′ = + − + − + = −∑  

 ( ) ( ) ( ) ( )2 3

0 1 2 
2 3

x a x a
f x dx C c x a c c

− −
= + − + + +∫   

   
( ) 1

0 1

n

n
n

x a
C c

n

+∞

=

−
= +

+∑  

The series obtained by differentiation and integration have same radius of convergence. 
However, t he c onvergence a t t he end poi nts x a R= −  and x a R= +  of t he i nterval 
may ch ange. T his m eans t hat t he i nterval o f co nvergence m ay b e d ifferent f rom t he 
interval of convergence of the original series. 
 
Example 5 
Find a function f  that is represented by the power series 

  2 31 ( 1)n nx x x x− + − + + − +   
Solution 
The given power series is a geometric series whose common ratio is r x= − . Therefore, if 

1x <  then the series converges and its sum is 

  
1

1 1
aS

r x
= =

− +
 

Hence we can write 

  2 31 1 ( 1)
1

n nx x x x
x
= − + − + + − +

+
   

This last expression is the power series representation for the function
1( )

1
f x

x
=

+
. 

   
Series that are Identically Zero 
If for all real numbers x in the interval of convergence, a power series is identically zero 
i.e. 

  ( ) 0,     0n
n

n o
c x a R

∞

=
− = >∑  

Then all the coefficients in the power series are zero. Thus we can write 
   0,       0,1, 2,nc n= ∀ =   
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Analytic at a Point 
A function f  is said to be analytic at point a  if the function can be represented by power 
series i n ( ax − ) w ith a  pos itive r adius of  c onvergence. T he not ion of  a nalyticity a t a  
point will be important in finding power series solution of a differential equation. 
 
 
Example 6 
Since the functions xe , xcos , and ( )ln 1 x+  can be represented by the power series 

 
2 3

1
2! 3!

x x xe x= + + + +  

 
2 4

cos 1
2 24
x xx = − + −  

 
2 3

ln(1 )
2 3
x xx x+ = − + −  

Therefore, these functions are analytic at the point 0.x =   
 
Arithmetic of Power Series 
 

 Power series can be combined through the operations of addition, multiplication, 
and division.  

 The procedure for addition, multiplication and division of power series is similar 
to the way in which polynomials are added, multiplied, and divided. 

  Thus we add coefficients of like powers of x , use the distributive law and collect 
like terms, and perform long division. 

 
Example 7 
 If both of the following power series converge for Rx <  

 ( ) ( )
0 0

,    n n
n n

n n
f x c x g x b x

∞ ∞

= =
= =∑ ∑   

 Then ( ) ( ) ( )∑
∞

=
+=+

0n

n
nn xbcxgxf  

 
and ( ) ( ) ( ) ( ) 2

0 0 0 1 1 0 0 2 1 1 2 0f x g x c b c b c b x c b c b c b x⋅ = + + + + + +  
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Lecture 15 

Power Series: An Introduction 
Example 8 
Find the first four terms of a power series in x  for the product xex cos . 
 
Solution 
From calculus the Maclaurin series for xe and xcos  are, respectively, 

  

2 3 4

2 4

   1  
2 6 24

cos 1 .
2 24

x x x xe x

x xx

= + + + + +

= − + −





 

Multiplying the two series and collecting the like terms yields 

( )

2 3 4 2 4

2 3 4

3 4

cos 1 1 .
2 6 24 2 24

1 1 1 1 1 1 11 1
2 2 2 6 24 4 24

1
3 6

x x x x x xe x x

x x x x

x xx

   
= + + + + + − + −     
   

     = + + − + + − + + − + +     
     

= + − − +

 





 

  The interval of convergence of the power series for both the functions xe  and xcos  is 
( )∞∞− , . Consequently the interval of convergence of the power series for their product 

xex cos  is also ( )∞∞− , . 
 
Example 9 
Find the first four terms of a power series in x  for the function xsec . 
Solution 
We know that 

  
2 4 61sec ,  co s 1

cos 2 24 720
x x xx x

x
= = − + − +  
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 Therefore using long division, we have  

 

2

2 4 6

2 4 6

2 4 6

2 4 6

4 6

4 6

6

51
2

1 1
2 24 720

1
2 24 720

         
2 24 720

              
2 4 48

5 7                  
24 360
5 5                    
24 48

61                             
720

x

x x x

x x x

x x x

x x x

x x

x x

x

+ +

− + − +

− + − +

− + −

− + −

− +

− +

−















4 661
24 720
x x

+ +

 

 

Hence, the power series for the function ( ) secf x x=  is     

++++=
720
61

24
5

2
1sec

642 xxxx      

The interval of convergence of this series is ( )2/ ,2/ ππ− .  

 

Note that 
 The pr ocedures i llustrated i n e xamples 2 a nd 3  a re obvi ously t edious t o do b y 

hand.  

 Therefore, p roblems of  this s ort c an be  done  us ing a  computer a lgebra system 
(CAS) such as Mathematica.  

 When we type the command: Series [ ] { },  ,  0, 8  Sec x x   and enter, the 
Mathematica immediately gives the result obtained in the above example. 

 For f inding pow er s eries s olutions i t i s important t hat w e be come adept a t 
simplifying th e s um o f tw o or m ore p ower s eries, each  s eries ex pressed i n 
summation ( sigma) not ation, t o a n e xpression w ith a  s ingle .∑ This of ten 
requires a shift of the summation indices. 
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 In order to add any two power series, we must ensure that:  
 
    (a) That summation indices in both series start with the same number.  
    (b) That the powers of x  in each of the power series be “in phase”.  
 
Therefore, if one series starts with a multiple of, say, x  to the first power, then the 
other series must also start with the same power of the same power of x . 

 

Example 10 
 
Write the following sum of two series as one power series  

 ∑∑
∞

=

+
∞

=

− +
0

1

1

1 62
n

n
n

n

n
n xncxnc  

Solution 
 To write the given sum power series as one series, we write it as follows: 

               1 1 0 1 1
1

1 0 2 0
2 6 2 1 2 6n n n n

n n n n
n n n n

nc x nc x c x nc x nc x
∞ ∞ ∞ ∞

− + − +

= = = =
+ = ⋅ + +∑ ∑ ∑ ∑  

The f irst s eries on r ight ha nd s ide s tarts w ith 1x  for 2n =  and t he s econd s eries a lso 
starts with 1x  for 0n = .  Both the series on the right side start with 1x . 

  

To get the same summation index we are inspired by the exponents of x  which is 1n − in 
the first series and 1n +  in the second series. Therefore, we let  

 1,   1k n k n= − = +  

in the first series and second series, respectively. So that the right side becomes: 

 ( )1 1 1
1 1

2 2 1 6( 1)k k
k k

k k
c k c x k c x

∞ ∞

+ −
= =

+ + + −∑ ∑ .      

Recall that the summation index is  a  “dummy” variable. The f act that 1−= nk in one  
case and 1+= nk in the other should cause no confusion if you keep in mind that it is 
the value of t he s ummation i ndex t hat i s i mportant. In bot h cases k takes on t he s ame 
successive values ,3,2,1 for ,4,3,2=n (for 1−= nk )and ,2,1,0=n (for 1+= nk )  

We are now in a position to add the two series in the given sum term by term: 

( )1 1
1 1 1

1 0 1
2 6 2 2 1 6( 1)n n k

n n k k
n n k

nc x nc x c k c k c x
∞ ∞ ∞

− +
+ −

= = =
+ = +  + + −  ∑ ∑ ∑      

If you are not convinced, then write out a few terms on both series of the last equation. 
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Lecture 29 

Power Series Solution of a Differential Equation 
 

We know that the explicit solution of the linear first-order differential equation

 02 =− xy
dx
dy

      

is   
2xy e=   

Also 
2 3 4

1
2 6 24
x x xxe x= + + + + +  

If we replace x by 2x  in the series representation of xe , we can write the solution of the 
differential equation as 

 ∑
∞

=
=

0

2

!n

n

n
xy  

This last series converges for all real values of x . In other words, knowing the solution 
in advance, we were able to find an infinite series solution of the differential equation. 

We now propose to obtain a power series solution of the differential equation directly; 
the method of attack is similar to the technique of undetermined coefficients. 

Example 11 
Find a solution of the differential equation 

 02 =− xy
dx
dy

 

in the form of power series in x .  

Solution 
If we assume that a solution of the given equation exists in the form 

 0
0 1

n n
n n

n n
y c x c c x

∞ ∞

= =
= = +∑ ∑       

The que stion i s t hat: C an w e de termine c oefficients nc  for w hich t he p ower s eries 
converges t o a  f unction s atisfying th e d ifferential e quation? N ow te rm-by-term 
differentiation of the proposed series solution gives 

 1

1

n
n

n

dy nc x
dx

∞
−

=
= ∑  

Using the last result and the assumed solution, we have  

142 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

 ∑ ∑
∞

=

∞

=

+− −=−
1 0

11 22
n n

n
n

n
n xcxncxy

dx
dy

   

We would like to add the two series in this equation. To this end we write 

 ∑∑
∞

=

+
∞

=

− −+⋅=−
0

1

2

10
1 212

n

n
n

n

n
n xcxncxcxy

dx
dy

    

and then proceed as in the previous example by letting  

 1,    1k n k n= − = +   

in the first and second series, respectively. Therefore, last equation becomes 

 ( )1 1 1
1 1

2 1 2k k
k k

k k

dy xy c k c x c x
dx

∞ ∞

+ −
= =

− = + + −∑ ∑  

After we add the series term wise, it follows that 

 ( )[ ]∑
∞

=
−+ −++=−

1
111 212

k

k
kk xcckcxy

dx
dy

  

 

 

Substituting in the given differential equation, we obtain 

 ( )1 1 1
1

1 2 0k
k k

k
c k c c x

∞

+ −
=

+  + −  = ∑  

In order to have this true, it is necessary that all the coefficients must be zero. This means 
that 

 ( )1 1 10,   1 2 0,      1, 2,3,k kc k c c k+ −= + − = =    

This eq uation p rovides a r ecurrence r elation t hat d etermines t he co efficient kc . S ince 
01≠+k  for all the indicated values of k , we can write as  

   
1

2 1
1 +
= −

+ k
cc k

k       

Iteration of this last formula then gives 

 002 2
2       ,1 ccck ===  

 0
3
2       ,2 13 === cck  

 4 2 0 0
2 1 13,        
4 2 2!

k c c c c= = = =  
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 0
5
2       ,4 35 === cck  

 0046 !3
1

!23
1

6
2       ,5 cccck =

⋅
===  

 0
7
2       ,6 57 === cck  

 0068 !4
1

!34
1

8
2       ,7 cccck =

⋅
===  

and so on. Thus from the original assumption (7), we find 

2 3 4 5
0 1 2 3 4 5

0

2 4 6
0 0 0 0

2
2 4 6

0 0
0

1 10 0 0 0
2! 3!

1 11
2! 3! !

n
n

n

n

n

y c x c c x c x c x c x c x

c c x c x c x

xc x x x c
n

∞

=

∞

=

= = + + + + + +

= + + + + + + + +

 = + + + + =  

∑

∑







 

Since t he co efficient 0c  remains c ompletely undetermined, w e ha ve i n f act f ound t he 
general solution of the differential equation. 

Note that 
The di fferential e quation i n t his example and t he di fferential e quation i n t he f ollowing 
example can be easily solved by the other methods. The point of these two examples is to 
prepare ourselves for finding the power series solution of the differential equations with 
variable coefficients. 

Example 12 
Find solution of the differential equation  

 04 =+′′ yy  

in the form of a powers series in x . 

 

Solution  
We assume that a solution of the given differential equation exists in the form of  

 0
0 1

n n
n n

n n
y c x c c x

∞ ∞

= =
= = +∑ ∑  

Then term by term differentiation of the proposed series solution yields 

  1 1
1

1 2

n n
n n

n n
y nc x c nc x

∞ ∞
− −

= =

′ = = +∑ ∑  
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 ( ) 2

2
1 n

n
n

y n n c x
∞

−

=

′′ = −∑  

Substituting the expression for y ′′ and y , we obtain 

 ( ) 2

2 0
4 4 1 n n

n n
n n

y y n n c x c x
∞ ∞

−

= =

′′ + = − +∑ ∑  

Notice that both series start with 0x . If we, respectively, substitute  
 2,   ,   0,1, 2,k n k n k= − = =   
in the first series and second series on t he right hand side of the last equation. Then we 
after using, in turn, 2 n k= + and n k= , we get 

 ( ) ( ) 2
0 0

4 4 2 1 k k
k k

k k
y y k k c x c x

∞ ∞

+
= =

′′ + = + + +∑ ∑  

or ( ) ( ) 2
0

4 4 2 1 k
k k

k
y y k k c c x

∞

+
=

′′ + =  + + +  ∑  

Substituting in the given differential equation, we obtain 

 ( ) ( ) 2
0

4 2 1 0k
k k

k
k k c c x

∞

+
=
 + + +  = ∑  

From this last identity we conclude that 

 ( )( ) 0124 2 =+++ + kk cckk  

or ( )( ) ,2,1,0    ,
1242 =

++
−

=+ k
kk

cc k
k  

From iteration of this recurrence relation it follows that 

 

0 0
2 2

1 1
3 2

02
4 4

3 1
5 4

04
6 6

5 1
7 6

4.2.1 2 .2!

4.3 2 2 .3!

4.4.3 2 .4!

4.5.4 2 .5!

4.6.5 2 .6!

4.7.6 2 .7!

c cc

c cc

ccc

c cc

ccc

c cc

−
= = −

−
= = −

⋅
−

= = +

−
= = +

−
= = −

−
= = −
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and so forth. This iteration leaves both 0c and 1c arbitrary. From the original assumption 
we have 

 

2 3 4 5 6 7
0 1 2 3 4 5 6 7

2 3 4 5 6 70 0 01 1 1
0 1 2 2 4 4 6 62 .2! 2 .3! 2 .4! 2 .5! 2 .6! 2 .7!

y c c x c x c x c x c x c x c x
c c cc c cc c x x x x x x x

= + + + + + + + +

= + − − + + − − +




 

or
2 4 6 3 5 7

0 12 4 6 2 4 6
1 1 1 1 1 11

2 .2! 2 .4! 2 .6! 2 .3! 2 .5! 2 .7!
y c x x x c x x x x   = − + − + + − + − +      

 

 

is a general solution. When the series are written in summation notation, 

          ( ) ( )
( )

2

1 0
0

1
2 ! 2

k k

k

xy x c
k

∞

=

−  =  
 

∑ and ( ) ( )
( )

2 1

2 1
0

1
2

2 1 ! 2

k k

k

xy x c
k

+∞

=

−  =  +  
∑  

the ratio test can be applied to show that both series converges for all x . You might also 
recognize the Maclaurin series as ( ) ( )2 0 cos / 2y x c x= and ( ) ( )2/sin2 12 xcxy = . 
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Exercise 
Find the interval of convergence of the given power series. 

1. 
1

2k
k

k
x

k

∞

=
∑  

2. 
( )

1

7 n

n

x
n

∞

=

+
∑  

3. 
0

!2k k

k
k x

∞

=
∑  

4. 2
0

1 k
k

k

k x
k

∞

=

−∑  

Find the first four terms of a power series in x  for the given function. 
5. sinxe x  
6. ( )ln 1xe x−  

7. 
23 5 7

3 5 7
x x xx

 
− + − +  

 
  

Solve each differential equation in the manner of the previous chapters and then compare 
the results with the solutions obtained by assuming a power series solution  

0

n
n

n
y c x

∞

=
= ∑  

8. 2 0y x y′ − =  
9. 0y y′′ + =  
10. 2 0y y′′ ′+ =  
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Lecture 16 
Solution about Ordinary Points 

 
 
Analytic Function: A function f is said to be analytic at a point a if it can be represented 
by a power series in (x-a) with a positive radius of convergence. 
 
Suppose the linear second-order differential equation  

0)()()( 012 =+′+′′ yxayxayxa    (1) 
is put into the form  
 0)()( =+′+′′ yxQyxPy     (2) 
by dividing by the leading coefficient )(2 xa . 
 
Ordinary and singular points: A point 0x  is said to be a ordinary point of a differential 
equation (1) if both P(x) and Q(x) are analytic at 0x . A point that is not an ordinary point 
is said to be singular point of the equation. 
 
Polynomial Coefficients: 
If  )(2 xa , )(1 xa  and )(0 xa  are polynomials with no common factors, then 0xx = is  

(i) an ordinary point if 0)(2 ≠xa or 
(ii) a singular point if 0)(2 =xa . 

 
 
Example 
 
(a) T he s ingular poi nts of  t he e quation 2( 1) 2 6 0x y xy y′′ ′− + + =  are t he s olutions of  

012 =−x  or 1±=x . All other finite values of x are the ordinary points. 
 
(b) The singular points need not be real numbers.  
The e quation 2( 1) 2 6 0x y xy y′′ ′+ + + =  has t he singular poi nts a t t he solutions of 

012 =+x , namely, ix ±= .  
 
All other finite values, real or complex, are ordinary points. 
 
 
Example 
 
The C auchy-Euler equation 02 =+′+′′ cyybxyax , w here a, b and c are co nstants, h as 
singular point at 0=x .  
All other finite values of x, real or complex, are ordinary points. 
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THEOREM  (Existence of Power Series Solution) 
If  0xx =  is a n or dinary poi nt of  t he di fferential e quation 0)()( =+′+′′ yxQyxPy , we  
can always find two linearly independent solutions in the form of power series centered at 

0x  : 

  .)(
0

0∑
∞

=

−=
n

n
n xxcy  

A series solution converges at least for Rxx <− 0 , where R is the distance from 0x  to 
the closest singular point (real or complex). 
 
 
Example 
 

Solve  02 =−′′ xyy .  
 
Solution 
 
We see that 0=x  is an ordinary point of the equation. Since there are no f inite singular 

points, t here e xist t wo s olutions of  t he f orm ∑
∞

=

=
0n

n
n xcy convergent f or ∞<x . 

Proceeding, we write  

  1

1

n
n

n
y nc x

∞
−

=

′ = ∑  

  2

2
( 1) n

n
n

y n n c x
∞

−

=

′′ = −∑  

  2 1

2 0
2 ( 1) 2n n

n n
n n

y xy n n c x c x
∞ ∞

− +

= =

′′ − = − −∑ ∑  

  
  

∑ ∑
∞

=

∞

=

+− −−+⋅=
3 0

120
2 2)1(12

n n

n
n

n
n xcxcnnxc  

 
                 both series start with x 
 
Letting 2−= nk  in the first series and 1+= nk  in the second, we have 

  2 2 1
1 1

2 2 ( 2)( 1) 2k k
k k

k k
y xy c k k c x c x

∞ ∞

+ −
= =

′′ − = + + + −∑ ∑  

  0]2)1)(2[(2 1
1

22 =−+++= −

∞

=
+∑ k

k
k

k xcckkc  

 
  02 2 =c   and  02)1)(2( 12 =−++ −+ kk cckk  
 
 

149 
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

 
The last expression is same as 

  ,
)1)(2(

2 1
2 ++
= −

+ kk
c

c k
k  ,3,2,1=k  

Iteration gives  
23

2 0
3 ⋅
=

c
c  

34
2 1

4 ⋅
=

cc  

2
5

2 0
5 4

cc = =
⋅

  because c2 = 0 

0

2
3

6 2356
2

56
2

c
c

c
⋅⋅⋅

=
⋅

=  

   1

2
4

7 3467
2

67
2 ccc

⋅⋅⋅
=

⋅
=   

   0
78

2 5
8 =

⋅
=

c
c  

   0

3
6

9 235689
2

89
2

c
c

c
⋅⋅⋅⋅⋅

=
⋅

=  

   1

3
7

10 3467910
2

910
2

c
c

c
⋅⋅⋅⋅⋅

=
⋅

=  

   0
1011

2 8
11 =

⋅
=

c
c  , and so on. 

 
It is obvious that both 0c and 1c  are arbitrary. Now 
 

++++++++++++= 11
11

10
10

9
9

8
8

7
7

6
6

5
5

4
4

3
3

2
210 xcxcxcxcxcxcxcxcxcxcxccy  

2 23 4 6 7
0 1 0 1 0 1

3 39 10
0 1

2 2 2 20 0 0
3 2 4 3 6 5 3 2 7 6 4 3

2 2 0
9 8 6 5 3 2 10 9 7 6 4 3

y c c x c x c x c x c x

c x c x

= + + + + + + + +
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

+ + + +
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅



 

 
2 33 6 9

0

2 34 7 10
1

2 2 2[1 ]
3 2 6 5 3 2 9 8 6 5 3 2

2 2 2[ ].
4 3 7 6 4 3 10 9 7 6 4 3

y c x x x

c x x x x

= + + + +
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

+ + + + +
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅




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Example 
 

Solve  2( 1) 0.x y xy y+ + − =′′ ′  
 
Solution 
Since t he singular poi nts a re x i= ± , 0=x  is t he or dinary p oint, a  pow er s eries w ill 

converge at least for 1<x .  The assumption ∑
∞

=

=
0n

n
n xcy leads to  

   

  2 2 1

2 1 0
( 1) ( 1) n n n

n n n
n n n

x n n c x x nc x c x
∞ ∞ ∞

− −

= = =
+ − + −∑ ∑ ∑   

   2

2 2 1 0
( 1) ( 1)n n n n

n n n n
n n n n

n n c x n n c x nc x c x
∞ ∞ ∞ ∞

−

= = = =
= − + − + −∑ ∑ ∑ ∑  

 
 
 

0 0 2
2 0 3 1 1

2 4 2 2
2 6 ( 1) ( 1)n n n n

n n n n
n n n n

c x c x c x c x c x n n c x n n c x nc x c x
∞ ∞ ∞ ∞

−

= = = =

= − + + − + − + − + −∑ ∑ ∑ ∑
   

 

           k=n                   k=n-2                k=n           k=n 
 
 
 

 2 0 3 2
2

2 6 [ ( 1) ( 2)( 1) ] 0k
k k k k

k
c c c x k k c k k c kc c x

∞
+

=
= − + + − + + + + − =∑  

or 2 0 3 2
2

2 6 [( 1)( 1) ( 2)( 1) ] 0.k
k k

k
c c c x k k c k k c x

∞
+

=
− + + + − + + + =∑  

Thus   02 02 =− cc   
                     03 =c  
  2( 1)( 1) ( 2)( 1) 0k kk k c k k c ++ − + + + =  
 
This implies 

02 2
1 cc =  

03 =c  

  2
( 1) ,

( 2)k k
kc c

k+

− −
=

+
 2,3,k =   
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Iteration of the last formula gives   

 02024 !22
1

42
1

4
1 cccc −=

⋅
−=−=  

0
5
2

35 =−= cc  

03046 !32
31

642
3

6
3 cccc ⋅

=
⋅⋅

=−=  

  0
7
4

57 =−= cc   

  8 6 0 04

5 3 5 1 3 5
8 2 4 6 8 2 4!

c c c c⋅ ⋅ ⋅
= − = − = −

⋅ ⋅ ⋅
 

  0
9
6

79 =−= cc  

  050810 !52
7531

108642
753

10
7 cccc ⋅⋅⋅

=
⋅⋅⋅⋅

⋅⋅
−=−=  and so on. 

   
Therefore 
 
 2 3 4 5 6 7 8

5 70 1 2 3 4 6 8y c c x c x c x c x c x c x c x c x= + + + + + + + + +  
 

2 4 6 8 10
1 0 52 3 4

1 1 1 3 1 3 5 1 3 5 7[1 ]
2 2 5!2 2! 2 3! 2 4!

y c x c x x x x x⋅ ⋅ ⋅ ⋅ ⋅ ⋅= + + − + − + −  

 
The solutions are 
 

2 1 2
1 0

2

1 1 3 5 (2 3)( ) [1 ( 1) ],
2 2 !

n n
n nn

ny x c x x
∞

−

=

⋅ ⋅ −= + + −∑      1<x  

2 1( ) .y x c x=  
 
 
Example 

If we seek a solution ∑
∞

=

=
0n

n
n xcy  for the equation 

  (1 ) 0,y x y− + =′′  

we obtain 2
0

2
cc =  and the three-term recurrence relation 

  ,
)2)(1(

1
2 ++

+
= −

+ kk
cc

c kk
k  ,3,2,1=k  
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To simplify the iteration we can first choose ;0,0 10 =≠ cc  this yields one solution. The 
other s olution f ollows f rom ne xt c hoosing 0,0 10 ≠= cc . W ith t he f irst a ssumption w e 
find 

02 2
1 cc =  

   0
001

3 6
1

3232
c

ccc
c =

⋅
=

⋅
+

=  

0
012

4 24
1

43243
c

cccc =
⋅⋅

=
⋅
+

=  

0
023

5 30
1]

2
1

32
1[

5454
c

ccc
c =+

⋅⋅
=

⋅
+

=  and so on. 

    
Thus one solution is 

2 3 4 5
1 0

1 1 1 1( ) [1 ].
2 6 24 30

y x c x x x x= + + + + +  

 
Similarly if we choose 00 =c , then 

02 =c  

   1
101

3 6
1

3232
cccc

c =
⋅

=
⋅
+

=  

1
112

4 12
1

4343
ccccc =

⋅
=

⋅
+

=  

1
123

5 120
1

543254
cccc

c =
⋅⋅⋅

=
⋅
+

=  and so on. 

 
Hence another solution is 

3 4 5
2 1

1 1 1( ) [ ].
6 12 120

y x c x x x x= + + + +  

 
Each series converges for all finite values of x. 
 
 
Non-polynomial Coefficients 
The next example illustrates how to find a power series solution about an ordinary point 
of a  di fferential equation when i ts coefficients are not  polynomials. In this example we 
see an application of multiplication of two power series that we discussed earlier. 
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Example 
 

Solve   0)(cos =+′′ yxy  
 
Solution: 
 
The equation has no singular point. 

Since ,
!6!4!2

1cos
642

+−+−=
xxxx  it is seen that 0=x  is an ordinary point.  

Thus the assumption ∑
∞

=

=
0n

n
n xcy  leads to  

2 4
2

2 0
(cos ) ( 1) (1 )

2! 4!
n n

n n
n n

x xy x y n n c x c x
∞ ∞

−

= =

′′ + = − − − + −∑ ∑  

 
2 4 62 3 2

52 3 4 0 1 2(2 6 12 20 ) (1 )( )
2! 4! 6!
x x xc c x c x c x c c x c x= + + + + + − + − + + + +  

 
2 3

52 0 3 1 4 2 0 3 1
1 12 (6 ) (12 ) (20 )
2 2

c c c c x c c c x c c c x= + + + + + − + + − +  

 
If the last line be identically zero, we must have 

0
2 0 22 0

2
cc c c+ = ⇒ = −  

1
3 1 36 0

6
cc c c+ = ⇒ = −  

 0
4 2 0 4

112 0
2 12

cc c c c+ − = ⇒ =  

 1
5 53 1

120 0
2 30

cc c c c+ − = ⇒ =  and so on. 0c and 1c  are arbitrary. 

  
Now 
 2 3 4 5

50 1 2 3 4y c c x c x c x c x c x += + + + + +   

or  2 3 4 50 01 1
0 1 2 6 12 30

c cc cy c c x x x x x −= + − − + +   

2 4 3 5
0 1

1 1 1 1(1 ) ( )
2 12 6 30

y c x x c x x x −= − + − + − +   

]
12
1

2
11[)( 42

01 −+−= xxcxy   and   3 5
2 1

1 1( ) [ ]
6 30

y x c x x x= − + −  

Since t he di fferential equation has no s ingular p oint, both series converge for a ll f inite 
values of .x  
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Exercise 
 
In each of  the following problems f ind two l inearly independent power series solutions 
about the ordinary point 0=x . 
 
1. 2 0y x y+ =′′  
2. 2 0y xy y− + =′′ ′  
3. 2 2 0y xy y+ + =′′ ′  
4. ( 2) 0x y xy y+ + − =′′ ′  

5. 2( 2) 6 0x y y+ − =′′  
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Lecture 17 
Solution about Singular Points 

 
If =x x 0 is singular point, it is not always possible to find a solution of the form

 0
0

( )n
n

n
y c x x

∞

=
= −∑  for the equation 2 1 0( ) ( ) ( ) 0a x y a x y a x y′′ ′+ + =  

 
However, we may be able to find a solution of the form  

 0
0

( )n r
n

n
y c x x

∞
+

=
= −∑ , where r is constant to be determined. 

 
                      
 To define regular/irregular singular points, we put the given equation into the standard 
form 
                      
      ( ) ( ) 0y P x y Q x y′′ ′+ + =  
 
Definition: Regular and Irregular Singular Points 
A Singular point =x x 0  of the given equation 2 1 0( ) ( ) ( ) 0a x y a x y a x y′′ ′+ + =  is said to be 

a regular singular point if bot h )()( 0 xPxx −  and 2
0( ) ( )x x Q x−  are an alytic at  0x . A 

singular point that is not regular is said to be an irregular singular point of the equation. 
    
 
Polynomial Coefficients                    
If t he co efficients i n t he g iven di fferential e quation 2 1 0( ) ( ) ( ) 0a x y a x y a x y′′ ′+ + =  are 
polynomials with no common factors, above definition is equivalent to the following: 

Let 2 0( ) 0a x =  Form )(xP  and )(xQ by reducing 
)(
)(

2

1

xa
xa and 

)(
)(

2

0

xa
xa  to lowest 

terms, respectively.  If the factor )( 0xx −  appears at most to the first powers in 
the denominator of )(xP  and at most to the second power in the denominator of 

),(xQ then 0xx =  is a regular singular point.                              
 
Example 1  

 
 2±=x   are singular points of the equation     
 2 2( 4) ( 2) 0x y x y y′′ ′− + − + =  

    
Dividing the equation by 2222 )2()2()4( +−=− xxx , we find that 
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   2)2)(2(
1)(
+−

=
xx

xP  and  22 )2()2(
1)(

+−
=

xx
xQ  

1. 2=x  is a regular singular point because power of 2−x    in )(xP   is 1 and in 
)(xQ is 2. 

2. 2x = −  is an irregular singular point because power of 2x+    in )(xP   is 2.  
 
The 1st condition is violated. 

 
 
Example 2 
  
Both 0=x  and 1−=x are singular points of the differential equation 

2 2 2( 1) ( 1) 2 0x x y x y y′′ ′+ + − + =  
Because 0)1( 22 =+xx    or 0=x ,-1 
 
Now write the equation in the form 
     

  
2

2 2 2 2
1 2 0

( 1) ( 1)
xy y y

x x x x
−′′ ′+ + =
+ +

 

 or  2 2 2
1 2 0

( 1) ( 1)
xy y y

x x x x
−′′ ′+ + =
+ +

 

So  
)1(

1)( 2 +
−

=
xx

xxP  and 22 )1(
2)(
+

=
xx

xQ  

Shows that 0=x       is a irregular singular point since )0( −x  appears to the second 
powers in the denominator of  ).(xP  
Note, however, 1−=x  is a regular singular point. 
 
Example 3 
 
a)  1=x  and 1−=x     are singular points of the differential equation 

2(1 ) 2 30 0x y xy y′′ ′− + − + =  
Because 01 2 =− x   or 1±=x . 
 
Now write the equation in the form 
     

   2 2
2 30 0

(1 ) 1
xy y y
x x

′′ ′− + =
− −

 

or 2 30 0
(1 )(1 ) (1 )(1 )

xy y y
x x x x

′′ ′− + =
− + − +
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2( )

(1 )(1 )
xP x

x x
−

=
− +

    and    30( )
(1 )(1 )

Q x
x x

=
− +

 

Clearly 1±=x  are regular singular points. 
 
(b) 0=x  is an irregular singular points of the differential equation 

3 2 5 0x y xy y′′ ′− + =  

or 2 3
2 5 0y y y
x x

′′ ′− + =  giving 3

5)(
x

xQ = . 

(c) 0=x  is a regular singular points of the differential equation 
2 5 0x y xy y′′ ′− + =  

Because the equation can be written as 52 0y y y
x

′′ ′− + =  giving 2)( −=xP and  

x
xQ 5)( =  

 
In pa rt ( c) of  Example 3  we not iced that ( 0−x ) and 2)0( −x do not  even appear i n t he 
denominators of  )(xP  and )(xQ respectively. R emember, t hese f actors c an ap pear at  
most in this fashion. For a singular point 0xx = , any nonnegative power of )( 0xx − less 
than one (namely, zero) and nonnegative power less than two (namely, zero and one) in 
the denominators of ( )P x  and )(xQ , respectively, imply 0x  is a regular singular point. 
 
Please note that the singular points can also be complex numbers. 
For example, ±=x 3i are regular singular points of the equation
 2( 9) 3 (1 ) 0x y xy x y′′ ′+ + − + − =  
Because the equation can be written as 

.0
9

1
9

3
22 =
+
−

+′
+

−′′ y
x

xy
x

xy   

∴ .
)3)(3(

3)(
ixix

xxP
+−

−
=  .

)3)(3(
1)(

ixix
xxQ
+−

−
=  

 
 
Method of Frobenius 
 
To solve a differential equation 2 1 0( ) ( ) ( ) 0a x y a x y a x y′′ ′+ + = about a regular singular 
point we employ the Frobenius’ Theorem. 
 
Frobenius’ Theorem 
If  =x x 0 is a regular singular point of equation 2 1 0( ) ( ) ( ) 0a x y a x y a x y′′ ′+ + = , then 
there exists at least one series solution of the form 
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                  0 0 0
0 0

( ) ( ) ( )r n n r
n n

n n
y x x c x x c x x

∞ ∞
+

= =
= − − = −∑ ∑  

where the number r is a constant that must be determined. The series will converge at 
least on some interval .0 0 Rxx <−<   

Note that the solutions of the form =y 0
0

( )n r
n

n
c x x

∞
+

=
−∑ are not guaranteed. 

Method of Frobenius 
 
1. Identify regular singular point 0x ,  

2. Substitute     =y 0
0

( )n r
n

n
c x x

∞
+

=
−∑  in the given differential equation, 

3. Determine the unknown exponent r and the coefficients .nc  
4. For simplicity assume that 00 =x . 

 
Example 4 
   
As 0=x  is regular singular points of the differential equation    

.03 =−′+′′ yyyx  

We try a solution of the form =y ∑
∞

=

+

0
.

n

rn
n xc   

 Therefore        ∑
∞

=

−++=′
0

1.)(
n

rn
n xcrny         

And  ∑
∞

=

−+−++=′′
0

2 .)1)((
n

rn
n xcrnrny     

=−′+′′ yyyx3 ∑
∞

=

−+−++
0

1)1)((3
n

rn
n xcrnrn 1

0
( ) n r

n
n

n r c x
∞

+ −

=
+ +∑ -  ∑

∞

=

+

0
.

n

rn
n xc                                                                                                                                                                                

              = 1

0
( )(3 3 2) n r

n
n

n r n r c x
∞

+ −

=
+ + −∑ ∑

∞

=

+−
0

.
n

rn
n xc  

                                       = [ ∑
∞

=

−− −+++−
1

11
0 )233)(()23(

n

n
n

r xcrnrnxcrrx ]∑
∞

=

−
0

.
n

n
n xc  

                                                                            1−= nk                             nk =                                            

                                       = 1
0 1

0
(3 2) [( 1)(3 3 1) ] 0r k

k k
k

x r r c x k r k r c c x
∞

−
+

=

 − + + + + + − =  
∑  

  which implies 0)23( 0 =− crr  
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0)133)(1( 1 =−++++ + kk ccrkrk  ,  0,1, 2,...k =    
  Since nothing is gained by taking 00 =c , we must then have 

0)23( =−rr       [called the indicial equation and its roots 0,
3
2

=r are called  

           indicial roots or exponents of the singularity.] 

and           
)133)(1(1 ++++

=+ rkrk
c

c k
k , 0,1, 2,...k =                                                 

Substitute 
3
2

1 =r   and  02 =r  in the above equation and these values will give two 

different recurrence relations:      

  For  
3
2

1 =r ,   
)1)(53(1 ++

=+ kk
c

c k
k ,  0,1, 2,...k =  (1) 

                

  For 02 =r         
)13)(1(1 ++

=+ kk
c

c k
k ,   0,1, 2,...k =      (2)  

 Iteration of (1)  gives   
1.5
0

1
c

c =  

                                                 
8.5!22.8

01
2

ccc ==  

                                                             02
3 11.3 3!5.8.11

ccc = =  

                                                             3 0
4 14.4 4!5.8.11.14

ccc = =        

                                                 . 

                             In general         0

!5.8.11.14...(3 2)n
cc

n n
=

+
,  1, 2,...n =  

 
Iteration of (2)  gives                       

1.1
0

1
c

c =                                                                                                        

4.1!24.2
01

2
ccc ==  

02
3 3.7 3!1.4.7

ccc = =  

3 0
4 4.10 4!1.4.7.10

ccc = =        

 

   In general  0

!1.4.7...(3 2)n
cc

n n
=

−
,  1, 2,...n =  

 

160
© Copyright Virtual University of Pakistan 



Advanced Differential Equations (MTH701)                                                                  VU 
 

Thus we obtain two series solutions 

                        
2
31 0

1

11
!5.8.11.14...(3 2)

n

n
y c x x

n n

∞

=

 
= + 

+  
∑          (3) 

                         0
2 0

1

11
!1.4.7...(3 2)

n

n
y c x x

n n

∞

=

 
= + − 

∑ .                (4) 

By the ratio test it can be demonstrated that both (3) and (4) converge for all finite values  
of x. Also it should be clear from the form of  (3) and (4) that neither series is a constant 
multiple of  the other and therefore, )(1 xy  and )(2 xy  are l inearly independent on t he x -
axis. Hence by the superposition principle 

)()( 2211 xyCxyCy += =
2 2
3 3

1
1

1
!5.8.11.14...(3 2)

n

n
C x x

n n

∞ +

=

 
+ + 
∑  

 

                                                2
1

11
!1.4.7...(3 2)

n

n
C x

n n

∞

=

 
+ + − 

∑ ,    ∞<x  

 
is   a n ot her s olution of  t he di fferential equation. O n a ny i nterval not  c ontaining t he 
origin, this combination represents the general solution of the differential equation           
 
Remark: The method of Frobenius may not always provide 2 solutions. 

 
                              

Example 5 
 
The differential equation 
 

3 0xy y y′′ ′+ − =   has regular singular point at 0=x  
   

We try a solution of the form =y
0

n r
n

n
c x

∞
+

=
∑   

 Therefore        1

0
( ) n r

n
n

y n r c x
∞

+ −

=
′ = +∑  and   ∑

∞

=

−+−++=′′
0

2 .)1)((
n

rn
n xcrnrny    

so that  

=−′+′′ yyyx 3 1
0 1

0
( 2) [( 1)( 3) ] 0r k

k k
k

x r r c x k r k r c c x
∞

−
+

=

 + + + + + + − =  
∑  

so t hat t he i ndicial equation a nd e xponent a re 0)2( =+rr  and 01 =r , 22 −=r , 
respectively.  
 
Since 0)3)(1( 1 =−++++ + kk ccrkrk  ,         0,1, 2,...k =          (1) 
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it follows that when 01 =r ,                                                        

                                            
)3)(1(1 ++

=+ kk
c

c k
k ,                                                 

   

                                        
3.1
0

1
c

c =  

                                              
!4!2

2
4.2

01
2

ccc ==  

                                          02
3

2
3.5 3!5!
c cc = =  

                                          3 0
4

2
4.6 4!6!
c cc = =        

                                             

                                            
)!2(!

2 0

+
=

nn
c

cn ,  1, 2,...n =  

Thus one series solution is  

 [ ]n

n
x

nn
xcy

)!2(!
21

1

0
01 +

+= ∑
∞

=

  0
0

2
!( 2)!

n

n
c x

n n

∞

=

=
+∑ , ∞<x . 

  
Now when 22 −=r , (1) becomes 
          0)1)(1( 1 =−+− + kk cckk           (2) 
but note here that we do not divide by )1)(1( +− kk immediately since this term is zero 
for 1=k . However, we use the recurrence relation (2) for the cases 0=k and 1=k : 
    01.1 01 =−− cc         and 02.0 12 =− cc  
The latter equation implies that 01 =c and so the former equation implies that 00 =c . 
Continuing, we find 

)1)(1(1 +−
=+ kk

c
c k

k                     2,3,...k =                                                                                             

3.1
2

3
cc =  

!4!.2
2

4.2
23

4
cc

c ==  

4 2
5

2 ,...
3.5 3!.5!
c cc = =  

 

In general 
!)!2(

2 2

nn
ccn −

= ,  3, 4,5,...n =  
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Thus  2 2
2 2

3

2
( 2)! !

n

n
y c x x x

n n

∞
−

=

 
= + − 

∑ .         (3) 

However, close inspection of (3) reveals that 2y is simply constant multiple of 1y . 
To see this, let 2−= nk  in (3). We conclude that the method of Frobenius gives only one 
series solution of the given differential equation. 

 
Cases of Indicial Roots 
 
When using the method of Frobenius, we usually distinguish three cases corresponding to 
the nature of  the indicial roots. For the sake of  d iscussion let us  suppose that 1r  and 2r  
are the real solutions of  the indicial equation and that, when appropriate, 1r  denotes the 
largest root. 
 
 
Case I: Roots not Differing by an Integer 
 
If 1r  and 2r are distinct and do not differ by an integer, then their exist two linearly 
independent solutions of the differential equation of the form 

         ∑
∞

=

+=
0

1 .1

n

rn
n xcy . 00 ≠c , and ∑

∞

=

+=
0

2
2

n

rn
n xby ,  .00 ≠b  

 
Example 6 
 
Solve  .0)1(2 =+′++′′ yyxyx  
   
Solution 

 If     =y ∑
∞

=

+

0n

rn
n xc , then 

=+′++′′ yyxyx )1(2 ∑
∞

=

−+ +−++
0

1)1)((2
n

rn
n xcrnrn ∑

∞

=

−+ ++
0

1)(
n

rn
n xcrn        

       ∑
∞

=

+ ++
0

)(
n

rn
n xcrn ∑

∞

=

+

0n

rn
n xc  

         
 

∑
∞

=

−+ +−++=
0

1)122)((
n

rn
n xcrnrn ∑

∞

=

+++
0

)1(
n

rn
n xcrn  

   [ ∑
∞

=

−− −+++−=
1

11
0 )122)(()12(

n

n
n

r xcrnrnxcrrx ]∑
∞

=

+++
0

)1(
n

n
n xcrn  

                                      1n k= +      nk =  
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1
0 1

0
(2 1) [( 1)(2 2 1) ( 1) ] 0r k

k k
k

x r r c x k r k r c k r c x
∞

−
+

=

 = − + + + + + + + + =  
∑  

 
  which implies                 )12( −rr =0 

0)1()122)(1( 1 =+++++++ + kk crkcrkrk , 0,1, 2,...k =       (1) 
 

 For 
2
1

1 =r , we can divide by 
2
3

+k  in the above equation to obtain                                 

                                     
)1(21 +

−
=+ k

c
c k

k ,                                                 

                                      
1.2
0

1
c

c
−

=  

                                         
!2.22.2 2

01
2

ccc =
−

=  

                                            02
3 32.3 2 .3!

ccc −−
= =  

                                                          

                       In general  
!2

)1( 0

n
c

c n

n

n
−

= ,  1, 2,3,...n =  

Thus we have  

     [ ]n
n

n

n
x

n
xcy

!2
)1(1

1

2
1

01
−

+= ∑
∞

=

,  which converges for x 0≥ . 

As given, the series is not meaningful for 0<x  because of the presence of  2
1

x . 
          
Now for 02 =r , (1) becomes                         

121 +
−

=+ k
c

c k
k                                                                                                                 

1
0

1
c

c
−

=  

3.13
01

2
ccc =

−
=  

5.3.15
02

3
ccc

−
=

−
=  

7.5.3.17
03

4
cc

c =
−

=  

                                       . 

In general   
)12...(7.5.3.1

)1( 0

−
−

=
n

c
c

n

n ,  1, 2,3,...n =  
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Thus second solution is 

                        2 0
1

( 1)1
1.3.5.7...(2 1)

n
n

n
y c x

n

∞

=

 −
= + − 

∑ .   .∞<x       

On the interval ( ∞,0 ), the general solution is 
                       ).()( 2211 xyCxyCy +=  
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Lecture 18 
Solutions about Singular Points 

 
 
Method of Frobenius-Cases II and III 
 
When the roots of the indicial equation differ by a positive integer, we may or may not be 
able to find two solutions of  
 

0)()()( 012 =+′+′′ yxayxayxa    (1) 
having form            

rn

n
n xxcy +

∞

=

−= ∑ )( 0
0

     (2) 

If not , then one  solution corresponding to the smaller root contains a  logarithmic term. 
When the exponents are equal, a second solution always contains a logarithm. This latter 
situation is  s imilar to  th e s olution o f th e Cauchy-Euler di fferencial equation w hen t he 
roots of the auxiliary equation are equal. We have the next two cases. 
  
 
Case II: Roots Differing by a Positive Integer 
 
If ,21 Nrr =− where N is a positive integer, then there exist two linearly independent 
solutions of the form 

11 0
0

, 0n r
n

n
y c x c

∞ +

=
= ≠∑                  (3 )a     

22 1 0
0

( )ln , 0n r
n

n
y Cy x x b x b

∞ +

=
= + ≠∑   (3 )b  

Where C is a constant that could be zero. 
 
Case III: Equal Indicial Roots:   
 
If 1 2r r= , there always exist two linearly independent solutions of (1) of the form 

1
1 0

0
, 0n

n r

n
y c x c

∞ +

=
= ≠∑    (4 )a  

1
1 22 1

1
( )ln n r r rn

n
y y x x b x

∞ +
=

=
= + ∑       (4 )b  
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Example 7: Solve 03)6( =−′−+′′ yyxyx   (1)  

Solution: The assumption rn

n
n xcy +

∞

=
∑=

0

leads to 

yyxyx 3)6( −′−+′′  

 rn

n
n

rn

n
n

rn

n
n

rn

n
n xcxcrnxcrnxcrnrn +

∞

=

+
∞

=

−+
∞

=

−+
∞

=
∑∑∑∑ −+++−−++=

00

1

0

1

0
3)()(6)1)((   

1 1
0

1 0
( 7) ( )( 7) ( 3)r n n

n n
n n

x r r c x n r n r c x n r c x
∞ ∞

− −

= =

 = − + + + − + + −  
∑ ∑  

[ ]1
0 1

0
( 7) ( 1)( 6) ( 3) 0r k

k k
k

x r r c x k r k r c k r c x
∞

−
+

=

 − + + + + − + + − =  
∑  

Thus  07)-r(r = so that andrrrr ,7,0,7 2121 =−==  
 

)6)(1( −+++ rkrk 1 ( 3) 0, 0,1,2,3,... (2)k kc k r c k+ + + − = =  
 

For smaller root 2 0, (2)r becomes=  
                    0)3()6)(1( 1 =−+−+ + kk ckckk                                (3) 

 

1
( 3)

( 1)( 6)k k

recurrence relationbecomes
kc c

k k+

−
= −

+ −
 

 
Since k-6=0, when, k=6, we do not divide by this term until k>6.we find 
    

   

1 0

2 1

3 2

4 3

5 4

6 5

7 6

1.( 6) ( 3) 0
2.( 5) ( 2) 0
3.( 4) ( 1). 0
4.(-3) 0. 0
5. (-2) 1. 0
6. (-1) 2. 0
7.0. 3. 0

c c
c c
c c
c c
c c
c c

c c

− + − =
− + − =
− + − =

+ =
+ =
+ =

+ =

  

    
 
  
    
This implies that 

,0654 === ccc  But 0c  and 7c  can be chosen arbitrarily. 

Hence   
2
1

1 −=c 0c  
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   2c =
5
1

− 1c   = 1
10 0c  

   3c =
12
1

− 2c
120

1
−= 0c                                                  (4) 

and for k 7≥  

1

8 7

9 8 7

10 9 7

1

7

( 3)
( 1)( 6)
4

8.1
5 4.5

9.2 2!8.9
6 4.5.6

10.3 3!8.9.10

( 1) 4 5 6 ( 4) , 8,9,10, (5)
( 7)!8 9 10 ( )

k k

n

n

kc c
k k

c c

c c c

c c c

nc c n
n n

+

+

− −
=

+ −
−

=

= − =

− −
= =

⋅
⋅
⋅

− ⋅ ⋅ ⋅⋅ ⋅ −
= = ⋅⋅⋅

− ⋅ ⋅ ⋅⋅ ⋅

 

If we choose 7c = 00 0 ≠andc It follows that we obtain the polynomial solution 

=1y  ],
120

1
10
1

2
11[ 32

0 xxxc −+−  

But when 7c ≠ = 00 0 =andc , It follows that a second, though infinite series solution 
is 

1
7

2 7
8

( 1) 4 5 6 ( 4)[ ]
( 7)! 8 9 10

n
n

n

ny c x x
n n

+∞

=

− ⋅ ⋅ ⋅⋅ ⋅ −
= +

− ⋅ ⋅ ⋅⋅ ⋅∑  

 

      = 7 3
7

1

( 1) 4 5 6 ( 3)[ ]
!8 9 10 ( 7)

k
k

k

kc x x
k k

∞
+

=

− ⋅ ⋅ ⋅⋅ ⋅ +
+

⋅ ⋅ ⋅⋅ ⋅ +∑ , <x ∞                  (6) 

Finally the general solution of equation (1) on the interval (0,∞ ) is 
Y = )()( 2211 xycxyc +  

  = 1c ]
120

1
10
1

2
11[ 32 xxx −+− + 7 7

2
1

( 1) 4 5 6 ( 3)[ ]
! 8 9 10 ( 7)

k
k

n

kc x x
k k

∞
+

=

− ⋅ ⋅ ⋅⋅ ⋅ +
+

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ +∑  

It is interesting to observe that in example 9 the larger root 1r =7 were not used. Had we 
done so, we would have obtained a series solution of the form* 

   ∑
∞

=

+=
0

7

n

n
n xcy     (7) 

Where nc  are given by equation (2) with 1r =7  
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  1
( 4) , 0,1, 2...

( 8)( 1)k k
kc c k

k k+

− +
= =

+ +
 

Iteration of this latter recurrence relation then would yield only one solution, namely the 
solution given by (6) with 0c playing the role of 7c ) 
When the roots of indicial equation differ by a positive integer, the second solution may 
contain a logarithm. 
On the other hand if we fail to find second series type solution, we can always use the 
fact that  

  ∫
∫

=
−

dx
xy

exyy
dxxp

)(
)( 2

1

)(

12    (8) 

is a solution of the equation 0)()( =+′+′′ yxQyxPy ,whenever 1y  is a known solution. 
Note: In case 2 it is always a good idea to work with smaller roots first. 
 
 
Example8: 
Find the general solution of 03 =−′+′′ yyyx  
Solution The method of frobenius provide only one solution to this equation, namely, 

 +=
+

= ∑
∞

=

1
)!2(!

2
0

1
n

nx
nn

y 2 31 1 1
3 24 360

x x x+ + + ⋅⋅⋅                (9) 

From (8) we obtain a second solution 

 ∫
∫

=
−

dx
xy

exyy
dxxp

)(
)( 2

1

)(

12 = )(1 xy
3 2 3 21 1 1[1 ]

3 24 360

dx

x x x x+ + + + ⋅⋅⋅
∫  

    = )(1 xy
3 2 32 7 1[1 ]

3 36 30

dx

x x x x+ + + + ⋅⋅⋅
∫  

    = )(1 xy 2 3
3

1 2 1 19[1 ]
3 4 270

x x x dx
x

− + − + ⋅⋅⋅∫  

        

1 2

1 1 2

1 1 2 1 1 2

1 2 1 19( ) ln ...
2 3 4 270

1 1 2 19( ) ln ( ) ... (*)
4 2 3 270

1 1 2 19( ) ( ) ln ( ) ... (**)
4 2 3 270

y x x x
x x

y x x y x x
x x

y c y x c y x x y x x
x x

 = − + + − +  
 = + − + − +  

  ∴ = + + − + − +    
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Example 9: 
Find the general solution of 

n 2
2 1 n

n 0

n
1

n 0

n 31
2 1 n

n 0

n 41 1
2 1 n2

n 0

2 2 2 1 1

xy 3y y 0
Solution :

y y ln x b x (10)

2y x (11)
n!(n 2)!

differentiate (10)gives
yy y ln x (n 2)b x
x

y 2yy y ln x (n 2)(n 3)b x
x x

so that

xy 3y y ln x xy 3y

∞
−

=

∞

=

∞
−

=

∞
−

=

′′ ′+ − =

= +

=
+

′ ′= + + −

′
′′ ′′= − + + + − −

′′ ′′′ ′+ − = +

∑

∑

∑

∑

n 31
1 1 n

n 0

n 3 n 2
n n

n 0 n 0

n 3 n 21
1 n n

n 0 n 0

1 1 1

2yy 2y (n 2)(n 3)b x
x

3 (n 2)b x b x

2y2y (n 2)nb x b x (12)
x

where we havecombined the1st twosummations and used the fact that
xy 3y y 0
Differentiate (11

∞
−

=

∞ ∞
− −

= =

∞ ∞
− −

= =

  ′− + + + − −
 

+ − −

′= + + − −

′′ ′+ − =

∑

∑ ∑

∑ ∑

) wecan write (12)as

 

 

∑ ∑∑ ∑
∞

=

∞

=

−
∞

=

∞

=

−−− −−+
+

+
+0 0

2

0 0

311 )2(
)!2(!

4
)!2(!

4
n n

n
n

n n

n
n

nn xbxnbnx
nn

x
nn

n  

 
 

= ∑ ∑ ∑
∞

=

∞

=

∞

=

−−−−− −−+
+
+

+−−+−
0 2 1

2312
10

3
0 )2(

)!2(!
)1(4)()2(0

n n n

n
n

n
n

n xbxnbnx
nn
nxbbxb  

 

  2 1
0 1 2 1

0

4( 1)( ) ( 2) .
!( 2)!

k
k k

k

kb b x k k b b x
k k

∞
− −

+ +
=

 +
− + + + + − + 

∑   (13) 

 
Setting (13) equal to zero then gives 01 bb −= and  

                ,0)2(
)!1(!
)1(4

12 =−++
+
+

++ kk bbkk
kk
k        For k=0, 1, 2, …  (14) 
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When k=0 in equation (14) we have 2+0 02 12 =−⋅ bb so that but  
,2,2 01 −== bb but 2b is arbitrary 

Rewriting equation (14) as 

         
)2()!2(!

)1(4
)2(

1
2 ++

+
−

+
= +

+ kkkk
k

kk
b

b k
k       (15)    

and evaluating for k=1,2,… gives 

       
9
4

3
2

3 −=
bb                                           

       
288
25

24
1

32
1

8
1

234 −=−= bbb        

and so on. Thus we can finally write  
 ⋅⋅⋅+++++= −− xbbxbxbxyy 32

1
1

2
012 ln  

        = ⋅⋅+





 −+++− −− xbbxxxy

9
4

3
22ln 2

2
12

1                                                   (16) 

Where 2b  is arbitrary. 
 
 
 
Equivalent Solution 
At this point you may be wondering whether (*) and (16) are really equivalent. If we 
choose 42 =c  in equation (**), then 

    =2y  xy ln1 + 





 ⋅⋅⋅+−+− x

xx 135
38

3
82

2  

         =2y  xy ln1 +
2 31 1 11

3 24 360
x x x + + + + ⋅⋅⋅ 

  





 ⋅⋅⋅+−+− x

xx 135
38

3
82

2      (17) 

                                                         
2 1

1
29 19ln 2 2 ...
36 108

y x x x x− −= − + + − +  

Which is precisely obtained what we obtained from (16). If 2b is chosen as
36
29  

The next example illustrates the case when the indicial roots are equal. 
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n
n=0

1 1
n n n

n=0 n=0 n=0

2 1
n n

n=0 n=0

:10
4 0 (18)

:  assumption y= c  leads to

4 (n+r)(n+r-1)c (n+r)c 4 c

= (n+r) c 4 c

n r

n r n r n r

n r n r

r

Example
Find the general solutionof xy y y

Solution The x

xy y y x x x

x x

x r

∞
+

∞ ∞ ∞
+ − + − +

∞ ∞
+ − +

′′ ′+ − =

′′ ′+ − = + −

−

=

∑

∑ ∑ ∑

∑ ∑

2 1 2 1
0 n n

n=1 n=0

2 1 2
0 k+1 k

k=0

(n+r) c 4 c

(k+r+1) c 4c 0

n n

r k

c x x x

x r c x x

∞ ∞
− −

∞
−

 + −  
 = + − =  

∑ ∑

∑

 

 
 
 

 
Therefore 2r =0, and so the indicial roots are equal: .021 == rr Moreover we have  
                   ,04)1( 1

2 =−++ + kk ccrk k=0,1,2,…                                       (19) 
Clearly the roots 01 =r  will yield one solution corresponding to the coefficients defined 
by the iteration of 

  21 )1(
4
+

=+ k
c

c k
k      k=0,1,2,… 

The result is 

  ∞<∑=
∞

=
xx

n
cy

n

n
n

,
)!(

4
0

201                                                         (20) 

 
 

∫∫




 ⋅⋅⋅++++

=
∫

=
−

2
32

12
1

)
1

12

9
16441

)(
)(

)(
xxxx

dxxydx
xy

exyy
dx

x
 

    

   2 3
1

1 1472y (x) 1 8x 40x x dx
x 9
 = − + − + ⋅⋅⋅  ∫  

    

             2
1

1 1472y (x) 8 40x x ... dx
x 9
 = − + − +  ∫  
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2 3
1

1472y (x) ln x 8x 20x x
27

 = − + − + ⋅⋅⋅  
                                     

Thus on the interval (0,∞ ) the general solution of (18) is 
2 3

1 1 2 1 1
1472y c y (x) c y (x) ln x y (x) 8x 20x x ...

27
  = + + − + − +    

     

where )(1 xy  is defined by (20) 
In caseII we can also determine )(2 xy of example9 directly from assumption (4b) 
                                                
 
Exercises 
 
In problem 1-10 determine the singular points of each differential equation. Classify each 
the singular point as regular or irregular. 
1       034 23 =+′+′′ yyxyx  
2       0)3( 2 =+−′′ − yxyx  
3    02)3()9( 2 =+++′′− yxyx  

4       0
)1(

11
3 =

−
+′−′′ y

x
y

x
y   

 5      062)4( 3 =+′−′′+ yyxyxx ) 
6       0)2(4)5( 22 =−+′+′′− yxyxyxx      
7       0)2()3()6( 22 =−+′++′′−+ yxyxyxx  
8       0)1( 22 =+′′+ yyxx  
9 0)5(7)2(3)2)(25( 223 =++′−+′′−− yxyxxyxxx  
10 0)1()3()32( 2223 =++′++′′−− yxyxxyxxx  
 
 
In problem 11-22 show that the indicial roots do not differ by an integer. Use the method 
of frobenius to obtain two linearly independent series solutions about the regular singular 
point 00 =x  Form the general solution on (0,∞ ) 
11. 022 =+′−′′ yyyx  
12. 052 =+′+′′ xyyyx  

13.   0
2
14 =+′+′′ yyyx  

14.   0)1(2 22 =++′−′′ yxyxyx  
 
15.    0)2(3 =+′−+′′ yyxyx  

16.   0
9
22 =+′





 −−′′ xyyxyx  
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17.  0)23(2 =+′++′′ yyxyx  

18.   0
9
422 =





 −+′+′′ yxyxyx  

19.  0299 22 =+′+′′ yyxyx  
20. 0)12(32 2 =−+′+′′ yxyxyx  
21.  0)1(2 2 =−′−−′′ yyxxyx  
22. 02)2( =−′−′′− yyyxx  
 
In problem 23-34 show that the indicial roots differ by an integer. Use the method of 
frobenius to obtain two linearly independent series solutions about the regular singular 
point 00 =x  Form the general solution on (0,∞ ) 
23. 02 =−′+′′ xyyyx  

24.  0
4
122 =





 −+′+′′ yxyxyx  

25. 023)1( =−′+′′− yyyxx  

26. 023
=−′+′′ yy

x
y  

27. 0)1( =−′−+′′ yyxyx  
28. 0=+′′ yyx  
29. 0=+′+′′ yyyx  
30. 0=+′−′′ yyyx  
31. 0)1(2 =+′−+′′ yyxxyx  
32. 04 =−′+′′ xyyyx  
33. 02)1(2 =−′−+′′ yyxyx  
34. 03 =+′−′′ yxyyx  
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Lecture 19 
Bessel’s Differential Equation 

A second order linear differential equation of the form 

 ( ) 022
2

2
2 =−++ yvx

dx
dyx

dx
ydx  

is called Bessel’s differential equation. 

Solution of this equation is usually denoted by ( )xJ v and is known as Bessel’s function. 
This equation occurs frequently in advanced studies in applied mathematics, physics and 
engineering. 

Series Solution of Bessel’s Differential Equation 
Bessel’s differential equation is  

 ( )2 2 2 0x y xy x v y′′ ′+ + − =     (1) 

If we assume that 

 ∑
∞

=

+=
0n

rn
n xCy   

Then 

 ( )∑
∞

=

−++=′
0

1

n

rn
n xrnCy  

 ( ) ( )∑
∞

=

−+−++=′′
0

21 
n

rn
n xrnrnCy  

So that   

( ) ( ) ( ) ( )

∑∑

∑∑
∞

=

+
∞

=

++

∞

=

+
∞

=

+

=−+

++−++=−+′+′′

00

22

00

222

0

 1 

n

rn
n

n

rn
n

n

rn
n

n

rn
n

xCvxC

xrnCxrnrnCyvxyxyx

 

( ) ( )( ) ( )2 2 2 2
o

1 0
1 0r r n r n

n n
n n

C r v x x C n r n r n r v x x C x
∞ ∞

+

= =

 − + + + − + + − + = ∑ ∑  … (2) 

From (2) we see that the indicial equation is 022 =− vr , so the indicial roots are vr =1 , 
vr −=2 . When vr =1  then (2) becomes 
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( )

( ) ( )

2

1 0

2
1

2 0

2

2 0

1 2 2 0

v n v n
n n

n n

v n n
n n

n n

k n k n

x C n n v x x C x

x v C x C n n v x C x

∞ ∞
+

= =

∞ ∞
+

= =

= − =

+ + =

 
 

+ + + + = 
 
 

∑ ∑

∑ ∑
 

   

 

 ( ) ( )( ) 2
1 2

0
1 2 2 2 2 0v k

k k
k

x v C x k k v C C x
∞

+
+

=

 
+ + + + + + =    

∑  

We can write 

  ( ) 11 2 0v C+ =  

  ( )( ) 0222 2 =++++ + kk CCvkk  

  ( )( )vkk
C

C k
k 2222 +++

−
=+     (3) 

  ,2,1,0=k  

The choice 1 0C = in (3) implies 

  1 3 5 0C C C= = = =  

so for ,4,2,0=k  we find, after letting ,3,2,1  ,  22 ==+ nnk  that 

  
( )

2 2
2 22

n
n

CC
n n v

−−
=

+
     (4) 

Thus 

  

( )

( ) ( )( )

( ) ( )( )( )

( )
( )( ) ( )

0
2 2

02
4 2 4

04
6 2 6

0
2 2

2 1 1

2 2 2 2 1 2 1 2

2 3 3 2 1 2 3 1 2 3
                                                                    

1
              1, 2,3,

2 ! 1 2

n

n n

CC
v

CCC
v v v

CCC
v v v v

C
C n

n v v n v

= −
⋅ ⋅ +

= − =
⋅ ⋅ + ⋅ ⋅ ⋅ + +

= − = −
⋅ ⋅ + ⋅ ⋅ ⋅ ⋅ + + +

−
= =

⋅ + + +

  




(5) 
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It is standard practice to choose 0C to be a specific value namely 

  0
1

2 (1 )vC
v

=
Γ +

 

where (1 )vΓ + the Gamma function. Also  

  (1 ) ( )α α αΓ + = Γ . 

Using this property, we can reduce the indicated product in the denominator of (5) to one 
term. For example 

  ( ) ( )(1 1) 1 1v v vΓ + + = + Γ +  

  
( )
( )( )

(1 2) 2 (2 )

2 1 (1 )

v v v

v v v

Γ + + = + Γ +

= + + Γ +
 

Hence we can write (5) as 

 

( )
( )( ) ( )

( )

2 2

2

1

2 n! 1 2 (1 )

1
,                    0,1, 2,

2 n! (1 )

n

n n v

n

n v

C
v v n v v

n
v n

+

+

−
=

+ + + Γ +

−
= =

Γ + +





 

So the solution is 

 ( ) 2
2

2
0 0

1
! (1 ) 2

n n v
n v

n
n n

xy C x
n v n

+∞ ∞
+

= =

−  = =  Γ + +  
∑ ∑  

If 0≥v , the series converges at least on the interval [ )∞   0 . 

Bessel’s Function of the First Kind 

As for vr =1 , we have 

  ( ) ( ) 2

0

1
J

( !) (1 ) 2

n n v

v
n

xx
n v n

+∞

=

−  =  Γ + +  
∑    (6) 

Also for the second exponent vr −=2 , we have 

  ( ) ( ) 2

0

1
J

( !) (1 ) 2

n n v

v
n

xx
n v n

−∞

−
=

−  =  Γ − +  
∑   (7) 

The function ( )xvJ  and ( )xv−J  are called Bessel function of the first kind of order v and 
v−  respectively. 
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Now some care must be taken in writing the general solution of (1). When 0=v , it is 
clear that (6) and (7) are the same. If 0>v and ( ) vvvrr 221 =−−=−  is not a positive 
integer, then ( )xvJ  and ( )xv−J  are linearly independent solutions of (1) on ( )∞ ,0  and 
so the general solution of the interval would be 

 ( ) ( )xCxCy vv −+= JJ 21  

If vrr 221 =−  is a positive integer, a second series solution of (1) may exists. 

Example 1 
Find the general solution of the equation  

 0
4
122 =





 −+′+′′ yxyxyx  on ( )∞  ,0  

Solution 
The Bessel differential equation is 

 ( ) 0222 =−+′+′′ yvxyxyx     (1) 

 0
4
122 =





 −+′+′′ yxyxyx     (2) 

Comparing (1) and (2), we get 
4
12 =v , therefore 

2
1

±=v  

So general solution of (1) is  ( ) ( )xCxCy 2/122/11 JJ −+=  

 
Example 2 
Find the general solution of the equation   

 0
9
122 =





 −+′+′′ yxyxyx  

Solution 

We identify  
9
12 =v , therefore 

3
1

±=v  

So general solution is  ( ) ( )xCxCy 3/123/11 JJ −+=  
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Example 3 

Derive the formula ( ) ( ) ( )1J J Jv v vx x v x x x+′ = −  

Solution 

As  ( ) ( ) 2

0

1
J

! (1 ) 2

n n v

v
n

xx
n v n

+∞

=

−  =  Γ + +  
∑  

    

 ( ) ( ) ( ) 2

0

1 2
J

! (1 ) 2

n n v

v
n

n v xx x
n v n

+∞

=

− +  ′ =  Γ + +  
∑  

                         

( ) ( )

( ) ( )
( )

2 2

0 0
2 1

0
1

1 1
2

! (1 ) 2 ! (1 ) 2

1
J

1 ! (1 ) 2

n nn v n v

n n
n n v

v
n

k n

nx xv
n v n n v n

xv x x
n v n

+ +∞ ∞

= =
+ −∞

=
= −

− −   = ⋅ + ⋅   Γ + + Γ + +   

−  = + ⋅  − Γ + +  

∑ ∑

∑


 

                          ( ) ( ) 2 1

0

1
J

! (2 ) 2

k k v

v
k

xv x x
k v k

+ +∞

=

−  = −  Γ + +  
∑  

                          ( ) ( )1J Jv vv x x x+= −  

So  ( ) ( ) ( )1J J Jv v vx x v x x x+= −′  

 
Example 4 

Derive the recurrence relation  ( ) ( ) ( )xJxJxJ nnn 112 +− −=′  
 
Solution: 

As  ( ) ( )
( )∑

∞

=

+









+
−

=
0

2

2
1

s

sns

n
x

!sns!
xJ  

 ( ) ( )
( ) ( )

2 1

0

1 12
! ! 2 2

s n s

n
s

xJ x n s
s n s

+ −∞

=

−    ′ = +    +    
∑  

 ( )
( ) ( )

2 1

0

1 1
! ! 2 2

s n s

s

xn s s
s n s

+ −∞

=

−    = + +    +    
∑  
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( )
( ) ( ) ( )

( )∑∑
∞

=

−+∞

=

−+















⋅

+
−

+













+

+
−

=
0

12

0

12

2
1

2
1

2
1

2
1

s

sns

s

sns xs
!sns!

xsn
!sns!

 

 

( )
( )( ) ( )

( )
( ) ( )∑

∑
∞

=

−+

∞

=

−+















⋅

+−
−

+















+

−++
−

=

0

12
0

12

2
1

21
1

2
1

21
1

s

sns

s

sns

x
!sn!ss

s

xsn
!snsns!

 

 
( )

( )
( )

( ) ( )∑∑
∞

=

−+∞

=

+−







⋅

+−
−

+







+−
−

=
1

12

0

21

21
1

2
1

21
1

2
1

s

sns

s

sns x
!sn!s

x
!sns!

 

 ( ) ( )
( ) ( )∑

∞

=

−+

− 







+−
−

+=
1

12

1 21
1

2
1

2
1

s

sns

n
x

!sn!s
xJ  

 Put ps =−1 in 2nd term ⇒ 1+= ps  

 ( ) ( )
( )

( )

∑
∞

=

−+++

− 







++
−

+=
0

1121

1 21
1

2
1

2
1

p

pnp

n
x

!pnp!
xJ  

 ( ) ( )
( )∑

∞

=

++

− 







++
−−

+=
0

21

1 21
11

2
1

2
1

p

pnp

n
x

!pnp!
xJ  

( ) ( ) ( )1 1
1 1
2 2n n nJ x J x J x− +′ = −  

( ) ( ) ( )xJxJxJ nnn 112 +− −=′⇒  
 
 
Example 5 

Derive the expression of ( )xJn  for 
2
1

±=n  

Solution: 

Consider ( ) ( )
( )∑

∞

=

+









+
−

=
0

2

2
1

s

sns

n
x

!sns!
xJ  

 As ! ( 1)n n= Γ +  

( ) ( ) 2

0

1
( 1) ( 1) 2

s n s

n
s

xJ x
s n s

+∞

=

−  ⇒ =  Γ + Γ + +  
∑  

 put 2/1=n  

( ) ( )
1 2
2

1/ 2
0

1
( 1) (1/ 2 1) 2

s s

s

xJ x
s s

+∞

=

−  =  Γ + Γ + +  
∑  

180
© Copyright Virtual University of Pakistan 



Differential Equations (MTH401)                                                                                    VU 
 

    ( )
1 2
2

0

1
( 1) ( 3 / 2) 2

s s

s

x
s s

+∞

=

−  =  Γ + Γ +  
∑  

Expanding R.H.S of above 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 10 10 2 1
2 2

1/ 2

1 12 32 2 2 3
2 2

1 1
(0 1) (0 3/ 2) 2 (1 1) (1 3/ 2) 2

1 1
(2 1) (2 3/ 2) 2 (3 1) (3 3/ 2) 2

x xJ x

x x

+ +

+ +

− −   = +   Γ + Γ + Γ + Γ +   

− −   + + +   Γ + Γ + Γ + Γ +   


 

 −







⋅⋅
⋅⋅

+





⋅

−





=

2
9

2
5

2
1

2352
222

23
22

2
2 xxx

πππ
 

 







−

⋅
+

⋅
−⋅= 2/9

4

2/5

2

215
4

23
4

2
21 xxxxx

π
 

  







−+

⋅
−= 2/9

4

2/5

2

215
4

23
4

2
2 xxx

π
 

  







−

⋅⋅
+

⋅⋅
−

⋅
= 2/9

4

2/5

2

2215
4

223
4

22
22 xxx

π
 

  







−+−

⋅
= 

1206
12 42 xxx

π
 

  







−+−⋅

⋅
= 

!5!3
12 53 xxx
x

x
π

 

  xx sin2
π
⋅

=  

 ( )1/ 2
2 sinJ x x
xπ

⇒ =  
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Similarly for 1/ 2n = − , we proceed further as before, 
  

 ( ) ( )
( )∑

∞

=

+









+
−

=
0

2

2
1

s

sns

n
x

!sns!
xJ where ! ( 1)n n= Γ +  

( ) ( ) 2

0

1
( 1) ( 1) 2

s n s

n
s

xJ x
s n s

+∞

=

−  ⇒ =  Γ + Γ + +  
∑  

put 
2
1

−=n  

 ( ) ( )
1 2
2

1/ 2
0

1
( 1) ( 1/ 2 1) 2

s s

s

xJ x
s s

− +∞

−
=

−  =  Γ + Γ − + +  
∑  

 ( ) ( )
1 2
2

1/ 2
0

1
( 1) ( 1/ 2) 2

s s

s

xJ x
s s

− +∞

−
=

−  =  Γ + Γ +  
∑  

  
 Expanding the R.H.S of above we get 

( ) ( ) ( ) ( )

( ) ( )

1 10 1 2 1
2 2

1/ 2

12 2 2
2

1 1
(0 1) (0 1/ 2) 2 (1 1) (1 1/ 2) 2

1
(2 1) (2 1/ 2) 2

x xJ x

x

− − +

−

− +

− −   = +   Γ + Γ + Γ + Γ +   

−  + + Γ + Γ +  


 

( )
3 7
2 2

1/ 2
1 2 1 1

(1) (1/ 2) (2) (3 / 2) 2 (3) (5 / 2) 2
x xJ x

x−
   = − + −   Γ Γ Γ Γ Γ Γ   

  

 
3 7
2 21 2 1 1

1 3 1(1) (1/ 2) 2 21 (1/ 2) 2 (1/ 2)
2 2 2

x x
x

   = − + −   Γ    ⋅ ⋅Γ ⋅ ⋅ Γ
  

3 / 2 7 / 2

3/ 2 7 / 2
1 2 2 2 2

(1/ 2) 2 32 2
x x

x

 ⋅
= − + − 
Γ ⋅  

  









−+−= 2/7

2/7

2/3

2/3

23
2

2
221 xx

xπ
 









−+−= 

163
2

4
2

2
22 2/72/3 xx

xπ
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







−+−= 

83
1

22
22 2/72/3 xx

xπ
 









−+−= 

242
12 2/72/3 xx
xπ

 









−+−= 

242
2 2/72/3 xx

x
x

xπ
 









−+−= 

!4!2
12 42 xx

xπ
 

x
x

cos2
π

=     −+−=
!4!2

1cos
42 xxx  

 ( ) x
x

xJ cos2
2/1 π

=⇒ −  

Remarks: 
Bessel functions of index half an odd integer are called Spherical Bessel functions. Like 
other Bessel functions spherical Bessel functions are used in many physical problems. 
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Exercise 
Find the general solution of the given differential equation on ( )0,∞ . 

1. 2 2 1 0
9

x y xy x y ′′ ′+ + − = 
 

 

2. ( )2 2 1 0x y xy x y′′ ′+ + − =  

3. ( )2 24 4 4 25 0x y xy x y′′ ′+ + − =  

4. ( )2 216 16 16 1 0x y xy x y′′ ′+ + − =  

Express the given Bessel function in terms of sin x  and cos x , and power of x . 

5. ( )3/ 2J x  

6. ( )5 / 2J x  

7. ( )7 / 2J x  
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Lecture 20 
Legendre’s Differential Equation 

 

A second order linear differential equation of the form 

  ( ) ( ) 0121 2 =++′−′′− ynnyxyx  

is called Legendre’s differential equation and any of its solution is called Legendre’s 
function. If n  is positive integer then the solution of Legendre’s differential equation is 
called a Legendere’s polynomial of degree n  and is denoted by ( )xPn . 

We assume a solution of the form 
0

k k
k

y C x
∞

=

=∑  

( ) ( )

( ) ( ) ( )

2

2 2

2 1 0

1 2 1

                   1 1 2 1k k k
k k k

k k k

x y xy n n y

x C k k x C kx n n C x
∞ ∞ ∞

−

= = =

′′ ′∴ − − + + =

− − − + +∑ ∑ ∑
 

                 ( ) ( ) ( ) k

k
k

k

k
k

k

k
k

k

k
k xCnnkxCxkkCxkkC ∑∑∑∑

∞

=

∞

=

∞

=

−
∞

=
++−−−−=

012

2

2
1211  

( )[ ] ( )[ ] ( )

( ) ( )
  

  

kj

k

k
k

kj

k

k
k

kj

k

k
k

kj

k

k
k

xCnnkxCxkkC

xkkCxCCCnnxCCnn

=

∞

=

=

∞

=

=

∞

=

−=

∞

=

−

∑∑∑

∑

++−−−

−++−++++=

222

2

4

2
311

0
20

121

162121

 

( ) ( )( )

( )( ) ( )( )

0 2 1 3

2
2

1 2 1 2 6

2 1 1 0j
j j

j

n n C C n n C C x

j j C n j n j C x
∞

+
=

   = + + + − + +   

 + + + + − + + = ∑
 

⇒   ( ) 021 20 =++ CCnn  

  ( )( ) 1 31 2 6 0n n C C− + + =  

  ( )( ) ( )( )22 1 1 0, 2,3,4,...j jj j C n j n j C j++ + + − + + = =  

or  
( )

02 !2
1 CnnC +

−=  
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  ( )( )
3 1

1 2
3!

n n
C C

− +
= −  

  ( )( )
( )( )2

1
;     2,3,

2 1j j
n j n j

C C j
j j+
− + +

= − =
+ +

  (1) 

From Iteration formula (1) 

 
( )( ) ( )( )( )( )

024 !4
312

34
32 CnnnnCnnC ++−

=
⋅

+−
−=  

 
( )( ) ( )( )( )( )

135 !5
4213

45
43 CnnnnCnnC ++−−

=
⋅

+−
−=  

 ( )( ) ( )( ) ( )( )( )
6 4 0

4 5 4 2  1 3 5
 

5 6 6!
n n n n n n n n

C C C
− + − − + + +

= − = −
⋅

 

 
( )( ) ( )( )( )( )( )( )

157 !7
642135

67
65 CnnnnnnCnnC +++−−−

−=
⋅

+−
−=  

and so on. Thus at least 1<x , we obtain two linearly independent power series 
solutions. 

 

( ) ( ) ( ) ( )( )

( )( ) ( )( )( )

+

+++−−
−


 ++−

+
+

−=

6

42
01

!6
531 24

!4
312

!2
11

xnnnnnn

xnnnnxnnCxy
 

 

 

( ) ( )( ) ( )( )( )( )

( )( )( )( )( )( )

+

+++−−−
−


 ++−−

+
+−

−=

7

53
12

!7
642135

!5
4213

!3
21

xnnnnnn

xnnnnxnnxCxy
 

Note that if n is even integer, the first series terminates, where ( )xy2 is an infinite series. 
For example if 4=n , then 

 ( ) 



 +−=



 ⋅⋅⋅

+
⋅

−= 42
0

42
01 3

35101
!4

7542
!2
541 xxCxxCxy  

Similarly, w hen n is a n odd i nteger, t he s eries f or ( )xy2 terminates w ith nx .i.e w hen 
n is a non-negative integer, we obtain an nth-degree polynomial solution of Legendre’s 
equation. Since we know that a constant multiple of a solution of Legendre’s equation is 
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also a  s olution, i t i s t raditional t o c hoose s pecific va lues f or 0C and 1C depending on  
whether n is even or odd positive integer, respectively. 

For 0=n , we choose 10 =C  and for ,6,4,2=n  

  ( ) ( )
( )n

nC n





⋅⋅
−⋅⋅

−=
42

1311 2/
0  

Whereas for 1=n , we choose 11 =C and for ,7,5,3=n  

  ( )( )
( )

1 2
1

1 31
2 4 1

n nC
n

− ⋅ ⋅
= −

⋅ ⋅ −



 

For example, when 4=n , we have 

  ( ) ( ) 



 +−

⋅
⋅

−= 422/4
1 3

35101
42
311 xxxy  

  42

8
35

8
30

8
3 xx +−=  

  ( ) ( )33035
8
1 24

1 +−= xxxy  

 

Legendre’s Polynomials are specific nth degree polynomials and are denoted by ( )xPn . 
From the series for ( )xy1 and ( )xy2 and from the above choices of 0C and 1C , we find 
that the first several Legendre’s polynomials are 

 ( ) 10 =xP  

 ( ) xxP =1  

 ( ) ( )13
2
1 2

2 −= xxP  

 ( ) ( )xxxP 35
2
1 3

3 −=  

 ( ) ( )33035
8
1 24

4 +−= xxxP  

 ( ) ( )xxxxP 157063
8
1 35

5 +−=  

Note that ( ) ( ) ( ) ( ),,,, 3210 xPxPxPxP are, in turn particular solution of the differential 
equations 
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 0=n  ( ) 021 2 =′−′′− yxyx  

 1=n  ( ) 0221 2 =−′−′′− yyxyx  

 2=n  ( ) 0621 2 =+′−′′− yyxyx  

 3=n  ( ) 01221 2 =+′−′′− yyxyx  

 …  … … … … 
Rodrigues Formula for Legendre’s Polynomials 
The Legendre Polynomials are also generated by Rodrigues formula 

  ( ) ( )nn

n

nn x
dx
d

n
xP 1

!2
1 2 −=  

Generating Function For Legendre’s Polynomials 

The Legendre’s polynomials are the coefficient of nz in the expansion of  

  ( )
1

2 21 2xz zφ
−

= − +  

in ascending powers of z . 

Now  ( )
1

2 21 2xz zφ
−

= − +  ( ){ }
1
21 2z x z −

= − −  

Therefore by Binomial Series 

( ) ( ){ } ( ){ }2 3
1 3 1 3 5

1 2 2 2 2 21 2 2 2
2 2! 3!

z x z z x z z x zφ

− − −    − −    
    = + − + − − + − − +  

( ) ( ) ( )2 2 2 3 3 3 2 21 3 51 2 4 4 8 12 6
2 8 16

z x z z x z xz z x z x z xz= + − + + − + − − + +  

2 2 2 4 3 3 3 6 2 4 51 3 3 3 5 5 15 151
2 2 8 2 2 16 4 8

zx z x z z xz x z z x z xz= + − + + − − − − + +  

( ) ( ) ( )2 2 3 3 4 2 41 1 11 3 1 5 3 35 30 3
2 2 8

xz x z x x z x x z= + + − + − + − + +   (1) 

Also 

( ) ( ) ( ) ( ) ( )2 3
0 1 2 3

0

n
n

n
P x z P x P x z P x z P x z

∞

=

= + + + +∑   

Equating Coefficients of (1) and (2) 
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( )
( )

( ) ( )

( ) ( )

( ) ( )

0

1

2
2

3
3

4 2
4

1

1 3 1
2
1 5 3
2
1 35 30 3
8

P x

P x x

P x x

P x x x

P x x x

=

=

= −

= −

= − +

 

Which are Legendre’s Polynomials 

Recurrence Relation 
Recurrence relations that relate Legendre’s polynomials of different degrees are also very 
important in some aspects of their application. We shall derive one such relation using 
the formula 

   ( ) ( )
1

2 2

0
1 2 n

n
n

xt t P x t
∞−

=

− + = ⋅∑    (1) 

Differentiating both sides of (1) with respect to t gives  

  ( ) ( ) ( ) ( )
3

2 1 12

0 1
1 2 n n

n n
n n

xt t x t nP x t nP x t
∞ ∞− − −

= =

− + − = =∑ ∑  

so that after multiplying by 21 2xt t− + , we have 

  ( )( ) ( ) ( )
1

2 2 12

1
1 2 1 2 n

n
n

x t xt t xt t nP x t
∞− −

=

− − + = − + ∑  

  ( ) ( ) ( ) ( )2 1

0 1
1 2n n

n n
n n

x t P x t xt t nP x t
∞ ∞

−

= =

− = − +∑ ∑  

  
( ) ( ) ( ) ( )

( )

1 1

0 0 1 1

1

1

2

0

n n n n
n n n n

n n n n

n
n

n

xP x t P x t nP x t x nP x t

nP x t

∞ ∞ ∞ ∞
+ −

= = = =

∞
+

=

− − +

− =

∑ ∑ ∑ ∑

∑
 

  
( ) ( )

( ) ( ) ( )

2
2 1

2 1

1 2 1

3 2 1

3 12
2

2 2 0

n n
n n

n n

n n n
n n n

n n n

xx x t xP x t t P x t x t

nP x t x t x nP x t nP x t

∞ ∞
+

= =

∞ ∞ ∞
− +

= = =

 −
+ + − − − −  

 

− + + − =

∑ ∑

∑ ∑ ∑
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Observing the appropriate cancellations, simplifying and changing the summation indices 

  ( ) ( ) ( ) ( ) ( )1 1
2

1 2 1 0k
k k k

k
k P x k xP x kP x t

∞

+ −
=

− + + + − =  ∑  

Equating the total coefficient of kt to zero gives the three-term recurrence relation 

 
 ( ) ( ) ( ) ( ) ( )1 11 2 1 0,           2,3,4,k k kk P x k xP x kP x k+ −+ − + + = =   

 

Legendre’s Polynomials are orthogonal 
 

Proof: 

Legendre’s Differential Equation is ( ) ( )21 2 1 0x y xy n n y′′ ′− − + + =  

Let ( )nP x  and ( )mP x  are two solutions of Legendre’s differential equation then 

  ( ) ( ) ( ) ( ) ( )21 2 1 0n n nx P x xP x n n P x′′ ′− − + + = , and   

  ( ) ( ) ( ) ( ) ( )21 2 1 0m m mx P x xP x m m P x′′ ′− − + + =  

which we can write 

  ( ) ( ) ( ) ( )21 1 0n nx P x n n P x
′ ′− + + =  

    (1) 

  ( ) ( ) ( ) ( )21 1 0m mx P x m m P x
′ ′− + + =  

   (2) 

Multiplying (1) by ( )mP x and (2) by ( )nP x  and subtracting, we get 

  
( ) ( ){ } ( ) ( ) ( ){ }
( ) ( ){ } ( ) ( )

2 21 1

1 1 0

m n n m

m n

P x x P P x x P x

n n m m P x P x

′ ′
′ ′− − −

+ + − + =
  (3) 

Now 

  
{ } { }

2 ' '

' '2 ' 2 '

(1 )

( ) (1 ) ( ) (1 )

m n

m n n m

Add and subtract x P P to formulize the above

P x x P P x x P

−

− − −
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( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

2 2

2 2

1 1

1 1

m n m n

m n n m

x P x P x P x x P x

x P x P x P x x P x

′ ′ ′ ′= − + −  
′ ′ ′ ′− − + −  

 

  ( )[ ]21 ( ) ( ) ( ) ( )n n m nx P x P x P x P x ′′ ′= − −  

Which shows that (3) can be written as 

  ( ) ( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( )

21

1 1 0

m n m n

m n

x P x P x P x P x

n n m m P x P x

′ ′ ′− −  
+  + − +  = 

 

( ) ( ) ( ) ( ){ }( ) ( ) ( ) ( ) ( )21 1 0m n m n m nx P x P x P x P n m n m P x P x
′

′ ′− − + − + + =  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }( )21 1m n m n m nn m m n P x P x x P x P x P x P x
′

′ ′− + + = − −  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }( )21 1
b b

m n m n m n
a a

n m m n P x P x dx x P x P x P x P x dx
′

′ ′− + + = − −∫ ∫

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }21 1
b b

m n m n m n
aa

n m m n P x P x dx x P x P x P x P x′ ′− + + = − −∫  

 As 21 0x− = for 1x = ±  so 

( ) ( ) ( ) ( )
1

1
1 0m nn m n m P x P x dx

−

− + + =∫   for 1x = ±  

Since  & m n  are non-negative 

( ) ( )
1

1
0  for m nP x P x dx m n

−

⇒ = ≠∫  

which shows that Legendre’s Polynomials are orthogonal w.r.to the weight function 
( ) 1w x = over the interval [ ]1   1−  
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Normality condition for Legendre’ Polynomials 
Consider the generating function 

  ( ) ( )
1

2 2
0

1 2 m
m

m
xt t P x t

∞−

=
− + = ∑    (1) 

Also 

  ( ) ( )
1

2 2
0

1 2 n
n

n
xt t P x t

∞−

=
− + = ∑     (2) 

Multiplying (1) and (2) 

  ( ) ( ) ( )
12

0 0
1 2 m n

m n
m n

xt t P x P x t
∞ ∞− +

= =
− + = ∑ ∑  

Integrating from -1 to 1 

  
( ) ( ) ( )

1
1

2
0 0 1

1

1

1 2
m n

m n
m n

dx P x P x t dx
xt t

∞ ∞
+

= = −
−

=
− +

⌠

⌡

∑ ∑ ∫  

  
( ) ( ) ( )

1
1

2
0 0 1

1

1 2
2 1 2

m n
m n

m n

t dx P x P x t dx
t xt t

∞ ∞
+

= = −
−

−
− =

− +

⌠

⌡

∑ ∑ ∫  

  ( ) ( ) ( )
112

1 0 0 1

1 ln 1 2
2

m n
m n

m n
xt t P x P x t dx

t

∞ ∞
+

− = = −

− − + = ∑ ∑ ∫  

 
 

( ) ( ) ( ) ( )
1

2 2

0 0 1

1 ln 1 2 ln 1 2
2

m n
m n

m n
P x P x t dx t t t t

t

∞ ∞
+

= = −

 ⇒ = − − + − + +  ∑ ∑ ∫  

             ( ) ( )2 21 ln 1 ln 1
2

t t
t
 = − − − +  

 

           ( ) ( ){ }2 21 ln 1 ln 1
2

t t
t

= − + − −  
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   ( ) ( )1 ln 1 ln 1t t
t

= −  + − −    

  
2 3 4 2 3 41
2 3 4 2 3 4
t t t t t tt t

t

    
 =  − + − +  −  − − − − − 
        

   

  
3 51 2 22

3 5
t tt

t

  = + + + 
  

  

  
3 52
3 5
t tt

t

  = + + + 
  

  

  
2 4

2 1
3 5
t t  = + + + 

  
  

  ( ) ( )
1 2 4

0 0 1
2 1

3 5
m n

m n
m n

t tP x P x t dx
∞ ∞

+

= = −

  ⇒ = + + + 
  

∑ ∑ ∫   

  for m n=  

  ( ) ( )
1 2 4

0 1
2 1

3 5
n n

n n
n

t tP x P x t dx
∞

+

= −

  ⇒ = + + + 
  

∑ ∫   

 

 ( )
( )

( )
( )

( ) ( )

1 2 1 2 2 22 2

0 1
2 1

2 1 1 2 2 1 2 1

n
n

n
n

t t tP x t dx
n

∞

= −

  ⇒   = + + + +   + + +  
∑ ∫   

Equating coefficient of 2nt on both sides 

  ( )
1

2

1

2
2 1nP x dx

n
−

⇒   =  +∫  

  ( ) ( )
1

1

2
2 1n nP x P x dx

n
−

⇒ =
+∫  

  ( ) ( )
1

1

2 1 1
2n n

nP x P x dx
−

+
⇒ =∫  
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which shows that Legender polynomials are normal with respect to the weight function 

( ) 2 1
2

nw x +
= over the interval 1 1x− < < . 

Remark: 

Orthognality condition for ( )nP x  can also be written as 

  ( ) ( )
1

,
1

2
2 1n n m nP x P x dx

n
δ

−

 =  + ∫  

  where ,
0      ,     i f 
1      ,otherwisem n

m n
δ

≠
= 


 

Exercise 
1. Show that the Legendre’s equation has an alternative form 

  ( ) ( )21 1 0d dyx n n y
dx dx

 − + + =  
 

2. Show that the equation 

  ( ) ( )
2

2sin cos 1 sin 0d y dy n n y
dd

θ θ θ
θθ

+ + + =  can be 

transformed into Legendre’s equation by means of the substitution cosx θ=  

3. Use the explicit Legendre’s polynomials ( ) ( ) ( ) ( )1 2 2 3,  ,  ,  and P x P x P x P x  

to evaluate 
1

2

1
nP dx

−
∫  for 0,1, 2, 3.n =  Generalize the results. 

4. Use the explicit Legendre polynomials ( ) ( ) ( ) ( )1 2 2 3,  ,  ,  and P x P x P x P x  

to evaluate ( ) ( )
1

1
n mP x P x dx

−
∫ for n m≠ . Generalize the results. 

5. The Legendre’s polynomials are also generated by Rodrigues’ formula 

  ( ) ( )21 1
2 !

n n
n n n

dP x x
n dx

= −  

verify the results for 0,1, 2, 3.n =  
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Lecture 21 
Systems of Linear Differential Equations 

 
 Recall that the mathematical model for the motion of a mass attached to a spring 

or f or t he r esponse o f a s eries el ectrical ci rcuit i s a d ifferential e quation. 

 
2

2 ( )d y dya b cy f x
dxdx

+ + =  

 However, w e can  attach tw o o r mo re s prings to gether to  h old tw o ma sses 1m  
 and 2m . S imilarly a  n etwork o f p arallel c ircuits c an b e formed.  

           

 To m odel t hese l atter situations, w e w ould n eed t wo or  m ore c oupled or  
simultaneous equations t o describe t he motion of  t he masses or  t he response of  
the network. 

 Therefore, in this lecture we will discuss the theory and solution of the systems of 
simultaneous linear differential equations with constant coefficients. 

Note that 

An nth order linear differential equation with constant coefficients 0 1,   ,  ,  na a a is an 
equation of the form 

 
1

1 1 01 ( )
n n

n nn n
d y d y dya a a a y g x

dxdx dx

−

− −+ + + + =  

If we write n

n
n

dx
dD

dx
dD

dx
dD === ,,, 2

2
2  then this equation can be written as follows   

 ( )( ) ( )1
1 1 0

nn
n na D a D a D a y g t−

−+ + + + =  

Simultaneous Differential Equations  
The s imultaneous or dinary di fferential e quations i nvolve t wo or  m ore e quations t hat 
contain derivatives of two or more unknown functions of a single independent variable.  
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Example 1  
If zyx  and , are functions of the variable t , then  

 yx
dt

xd
+−= 54 2

2

 

 yx
dt

yd
−= 32 2

2

  

and 
 53 =′+′+−′ zyxx                  
 16 −=′−′+ tzyx  
are systems of simultaneous differential equations. 
 
Solution of a System 
A solution of a system of differential equations is a set of differentiable functions  
 ( ) ( ) ( ) ,  ,   , thxtgytfx ===   
those satisfy each equation of the system on some interval I . 

Systematic Elimination: Operator Method 
 This m ethod of  s olution of  a  s ystem o f l inear hom ogeneous o r l inear non -

homogeneous di fferential e quations i s ba sed on t he pr ocess of  s ystematic 
elimination of the dependent variables.   

 This elimination provides us a single differential equation in one of the dependent 
variables that has not been eliminated. 

 This e quation w ould be  a  l inear hom ogeneous or  a  l inear non -homogeneous 
differential e quation a nd c an be  s olved b y e mploying one  of  t he methods 
discussed earlier to obtain one of the dependent variables.   

Notice that the analogue of multiplying an algebraic equation by a constant is operating 
on a differential equation with some combination of derivatives.  

The Method  
Step 1 First w rite th e d ifferential e quations o f t he s ystem in  a  f orm th at in volves th e 
differential operator D .    

Step 2 We r etain f irst of  t he de pendent va riables a nd e liminate t he r est f rom t he 
differential equations of the system.  

Step 3 The r esult o f th is e limination is  to  b e a  single lin ear d ifferential e quation w ith 
constant coefficients in the retained variable. We solve this equation to obtain the value 
of this variable.    

Step 4 Next, w e r etain s econd o f t he d ependent v ariables an d eliminate al l o thers 
variables      

Step 5 The r esult of  t he e limination pe rformed i n s tep 4 i s t o be  a gain a s ingle l inear 
differential e quation w ith c onstant c oefficients in  th e r etained 2 nd variable. W e ag ain 
solve this equation and obtain the value of the second dependent variable. This process of 
elimination is continued untill all the variables are taken care of.   
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Step 6 The computed values of the dependent variables don’t satisfy the given system for 
every c hoice of  a ll t he a rbitrary c onstants. By s ubstituting t he va lues of  t he de pendent 
variables computed in step 5 i nto an equation of the original system, we can reduce the 
number of constant from the solution set.    

Step 7 We us e t he w ork done  i n s tep num ber 6 t o w rite t he s olution s et of  t he given 
system of linear differential equations.  

 
Example 1  
Solve the system of differential equations 

  2 ,        3dy dxx y
dt dt

= =  

Solution: 
Step 1 The given system of linear differential equations can be written in the differential 
operator form as  

  yDxxDy 3           ,2     ==     

or   03       ,02 =−=− yDxDyx     
Step 2 Next w e e liminate o ne o f th e tw o variables, s ay x , f rom t he t wo di fferential 
equations. Operating on the f irst equation by D  while multiplying the second by 2 and 
then subtracting eliminates x  from the system. It follows that 
  .06or      06 22 =−=+− yyDyyD  
Step 3 Clearly, the result is a single linear differential equation with constant coefficients 
in the retained variable y . The roots of the auxiliary equation are real and distinct   
  ,6   and   6 21 −== mm  

Therefore, ( ) 6  6  
1 2

t ty t c e c e−= +     
Step 4 We n ow el iminate t he v ariable y  that w as r etained i n t he pr evious s tep. 
Multiplying th e f irst e quation b y 3− , w hile ope rating on t he s econd b y D and t hen 
adding gives the differential equation for ,x  

   .062 =− xxD   
Step 5 Again, the result is a single linear differential equation with constant coefficients 
in the retained variable x .  We now solve this equation and obtain the value of the second 
dependent variable. The roots of the auxiliary equation are 6±=m . It follows that 

  ( ) 3 4
6  6  x t c e c et t−= +   

Hence the values of the dependent variables ( ) )(  , tytx  are. 

  
( )
( )

3 4

1 2

6  

6  6  

6  x t c e c e

y t c e c e

t

t t

t −

−

= +

= +
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Step 6 Substituting t he values of  ( )tx  and ( )ty    from s tep 5 i nto f irst e quation o f t he 
given system, we have  

  ( ) ( ) .0 26 26 6
42

6
31 =−−+− − tt eccecc  

Since this expression is to be zero for all values of t , we must have 

  026      ,026 4231 =−−=− cccc  

or  3 1 4 2

6 6,              
2 2

c c c c= = −  

Notice that i f w e s ubstitute t he c omputed va lues of  )(tx  and )(ty  into the s econd 
equation o f th e s ystem, w e s hall f ind th at th e s ame r elationship hol ds be tween t he 
constants. 

  

Step 7 Hence, by using the above values of 1c  and 2c , we write the solution of the given 
system as   

  ( ) 1 2
6 66 6

2 2
t tx t c e c c−= −  

  ( ) 1 2
6 6t ty t c e c e−= +  

Example 2 
Solve the following system of differential equations 

  
( )

( ) 02  3
02

=−−
=++

yxD
yDDx

    

Solution:  
 
Step 1 The differential equations of the given system are already in the operator form. 
Step 2 We eliminate the variable x  from the two equations of the system. Thus operating 
on the first equation by 3−D and on t he second by D and then subtracting eliminates x  
from the system. The resulting differential equation for the retained variable y  is 

  
( )( )[ ]
( ) 0               6

   0 223
2 =−+

=++−

yDD

yDDD
 

Step 3 The auxiliary equation of the differential equation for y  obtained in the last step 
is 
   ( )( ) 032062 =+−⇒=−+ mmmm  
Since the roots of the auxiliary equation are  

   3   ,2 21 −== mm  

Therefore, the solution for the dependent variable y is 
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  ( ) tt ececty 3
2

2
1

−+=     

Step 4 Multiplying the first equation by 2 while operating on the second by )2( +D and 
then adding yields the differential equation for x  

    ( ) ,062 =−+ xDD  

Step 5 The auxiliary equation for this equation for x  is 

  )3)(2(062 +−==−+ mmmm  

The roots of this auxiliary equation are 

  3   ,2 21 −== mm  

Thus, the solution for the retained variable x  is 

  ( ) tt ecectx 3
4

2
3

−+=   

Writing two solutions together, we have 

  
( )
( ) tt

tt

ececty

ecectx
3

2
2

1

3
4

2
3

−

−

+=

+=
 

Step 6 To reduce the number of constants, we substitute the last two equations into the 
first equation of the given system to obtain 
  ( ) ( ) 0 3  24 3

42
2

31 =−−++ − tt eccecc  
Since this relation i s to hold for a ll va lues of  the independent variable t . Therefore, we 
must have 
   .03        ,024 4231 =−−=+ cccc  

or  2413 3
1                  ,2 cccc −=−=  

Step 7 Hence, a solution of the given system of differential equations is 

  
( )

( ) tt

tt

ececty

ecectx

3
2

2
1

3
2

2
1 3

12

−

−

+=

−−=
 

Example 3 
Solve the system 

  

2
2

24

          0

dx d yx t
dt dt

dx dyx
dt dt

− + =

+ + =
    

Solution:  
Step 1 First we write the differential equations of the system in the differential operator 
form:  
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( )
( ) 01

4 22

=++
=+−

DyxD
tyDxD   

Step 2 Then we eliminate one of  the dependent variables, say x . Operating on t he f irst 
equation with the operator 1+D , on the second equation with the operator 4−D  and then 
subtracting, we obtain 

  ( ) ( ) ( ) 22  1 4 1  ][ tDyDDDD +=−−+  

or  ( ) .2 4 23 ttyDD +=+  

Step 3 The auxiliary equation of the differential equation found in the previous step is 

  )4( 04 23 +==+ mmmm   
Therefore, roots of the auxiliary equation are 

  imimm  2     , 2     ,0  321 −===   

So that the complementary function for the retained variable y is 

  .2sin2cos 321 tctcccy ++=  
To determine the particular solution py we use undetermined coefficients. Therefore, we 
assume 
    .23 CtBtAty p ++=   

So that 23 2 ,py At Bt C′ = + +   
  ,26 BAty p +=′′  Ay p 6=′′′  

Thus 24 12 8 6 4p py y At Bt A C′′′ ′+ = + + +  
Substituting in the differential equation found in step, we obtain 
    2 212 8 6 4 2At Bt A C t t+ + + = +  
 Equating coefficients of tt   ,2  and constant terms yields 
   ,046      ,28     ,112 =+== CABA  
Solving these equations give  
   1/12,  1 / 4,  1/ 8.A B C= = = −  
Hence, the solution for the variable y is given by 
   pc yyy +=  

or   .
8
1

4
1

12
12sin2cos 23

321 ttttctccy −++++=   

Step 4 Next w e e liminate th e v ariable y from t he g iven s ystem. For t his pur pose w e 
multiply first equation with 1 while operate on the second equation with the operator D  
and then subtracting, we obtain 
 
               )]1()4[( 2txDDD =+−−  
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or    22                    )4  ( txD −=+  
 
 
Step 5 The auxiliary equation of the differential equation for x  is 
   imm  2042 ±=⇒=+  
The roots of the auxiliary equation are complex. Therefore, the complementary function 
for x  
   tctcxc 2sin2cos 54 +=      
The method of  undetermined coefficients can be applied to obtain a  particular solution. 
We assume that 
   .2 CBtAtx p ++=  

Then  AxBAtx pp 2  ,2 =′′+=′  

Therefore  CBtAtAxx pp 44424 2 +++=+′′   

Substituting in the differential equation for x , we obtain 

   22 4244 tCABtAt −=+++  

Equating the coefficients of 2t , t  and constant terms, we have 

   042    ,04   ,14 =+=−= CABA  

Solving these equations we obtain 

   8/1  ,0  ,4/1 ==−= CBA  

Thus  
8
1

4
1 2 +−= tx p  

So that  
8
1

4
12sin2cos 2

54 +−+=+= ttctcxxx pc  

Hence, we have  

   
.

8
1

4
1

12
12sin2cos

8
1

4
12sin2cos

23
321

2
54

ttttctccy

ttctcxxx pc

−++++=

+−+=+=
 

Step 6 Now 4c and 5c can be  e xpressed i n t erms of   2c and 3c by s ubstituting th ese 
values of  x and y  into t he second equation of  t he g iven s ystem and we find, a fter 
combining the terms, 

   ( ) ( ) 02cos222sin22 345245 =+++−− tccctccc  

So that  5 4 22 2 0,    c c c− − = 022 345 =++ ccc  
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Solving the last two equations for 54  and cc in terms of 2c and 3c  gives 

   ( )324 24
5
1 ccc +−= ,   ( ).42

5
1

325 ccc −=  

Step 7 Finally, a solution of the given system is found to be 

  ( ) ( ) ( ) tttcctcctx
8
1

4
12sin42

5
12cos24

5
1 2

3232 +−−++−=  

  ( ) .
8
1

4
1

12
12sin2cos 23

321 ttttctccty −++++=  

Exercise 
Solve, if  p ossible, th e g iven s ystem o f d ifferential e quations b y either s ystematic 
elimination. 

1. yx
dt
dyyx

dt
dx 2      ,7 −=+=  

2. 2      ,14 =+=−
dt
dyxy

dt
dx  

3. ( ) ( ) ( ) 123      ,211 −=++=−++ yDxyDxD  

4. yx
dt
dy

dt
dxx

dt
dy

dt
xd 4       ,52

2
+−=+−=+  

5. ( ) ( ) 233       ,2 =+++=− yDxDtDyxD  

6. 0      , 2

2
=+++−=+ yx

dt
dx

dt
xde

dt
dy

dt
dx t  

7. ( ) ( ) ( ) ( ) 211       ,111 22 =++−=++− yDxDyDxD  

8. xDzzDyyDx ===        ,       ,  

9. yx
dt
dzzy

dt
dyzx

dt
dx

+−=+−=+−=      ,    ,  

10. ( ) ( ) 1121      ,2 2 =+−+=− yDxDtDyDx  
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Lecture 22 

Systems of Linear Differential Equations 
 

Solution of Using Determinants 
 
If 321 ,, LLL  and 4L  denote linear differential operators with constant coefficients, then a 
system of linear differential equations in two variables x  and y can be written as 
 

   
( )
( )tgyLxL
tgyLxL

243

121
=+
=+

  

 
To eliminate y , we operate on the first equation with 4L and on the second equation with 

2L and then subtracting, we obtain   
 
   ( )    22143241 gLgLxLLLL −=−  
  
Similarly, operating on the f irst equation with 3L and second equation with 1L and then 
subtracting, we obtain 
   ( ) 13213241 gLgLyLLLL −=−  
 

Since  
43

21
3241 LL

LL
LLLL =−  

 

Therefore  
42

21
2214 Lg

Lg
gLgL =−  

 

and   
23

11
1321 gL

gL
gLgL =−  

Hence, t he given s ystem of  di fferential e quations c an be  de coupled into nth  order 
differential equations. These equations use determinants similar to those used in Cramer’s 
rule: 

  
23

11

43

21

42

21

43

21     and    
gL
gL

y
LL
LL

Lg
Lg

x
LL
LL

==  

The uncoupled differential equations can be solved in the usual manner. 
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Note that  
 The determinant on left hand side in each of these equations can be expanded in 

the usual algebraic sense. This means that the symbol D  occurring in iL is to be 
treated as an algebraic quantity.  The result of this expansion is a differential 
operator of order n , which is operated on x  and y . 
 

 However, some care should be exercised in the expansion of the determinant on 
the r ight ha nd s ide. W e m ust e xpand t hese d eterminants i n t he s ense of  t he 
internal di fferential ope rators a ctually op erating on t he f unctions 1g and 2g .  
Therefore, the symbol D  occurring in iL  is to be treated as an algebraic quantity. 

  

The Method 
The steps involved in application of the method of detailed above can be summarized as 
follows: 

Step 1 First w e h ave t o w rite th e d ifferential equations o f th e g iven system in  th e 
differential operator form   

   
( )
( )tgyLxL
tgyLxL

243

121

=+
=+

 

Step 2 We find the determinants   

   
23

11

42

21

43

21    ,   ,
gL
gL

Lg
Lg

LL
LL

 

Step 3 If t he fi rst determinant i s non -zero, t hen i t r epresents a n n th order d ifferential 
operator and we decoupled the given system by writing the differential equations 

   

23

11

43

21

42

21

43

21

  

 

gL
gL

y
LL
LL

Lg
Lg

x
LL
LL

=⋅

=⋅

  

Step 4 Find t he c omplementary f unctions f or the t wo e quations. R emember t hat the 
auxiliary eq uation an d h ence t he co mplementary f unction o f each  o f t hese d ifferential 
equations is the same.  

Step 5 Find the particular integrals px and py using method of undetermined coefficients 
or the method of variation of parameters. 

Step 6 Finally, we write the general solutions for both the dependent variables x and y   
   pcpc yyyxxx +=+=   , . 
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Step 7 Reduce t he num ber of  c onstants b y substituting i n one  of  the differential 
 equations of the given system 

Note that 
If the determinant found in step 2 is zero, then the system may have a solution containing 
any number of independent constants or the system may have no s olution at all. Similar 
remarks hold for systems larger than system indicated in the previous discussion. 

Example 1 
Solve the following homogeneous system of differential equations 

    
2 5

5

t

t

dx dyx e
dt dt

dx dyx e
dt dt

− + =

− + =
     

Solution:  
Step 1 First we write the differential equations of the system in terms of the differential 
operator D  

   
( )2 5

( 1) 5

t

t

D x Dy e

D x Dy e

− + =

− + =
 

Step 2 We form the determinant 

       
2 5 2 5

,   ,    
1 5 1 5

t t

t t
D D e D D e
D D e D D e

− −
− −

 

Step 3 Since the 1st determinant is non-zero 

    
2 5

(2 5) ( 1)
1

D D
D D D D

D D
−

= − − −
−

 

or   22 5
4 0

1
D D

D D
D D

−
= − ≠

−
 

Therefore, we write the decoupled equations   

       
2 5

 
1 5

t

t
D D e D

x
D D e D

−
=

−
 

       
2 5 2 5

 
1 1 5

t

t
D D D e

y
D D D e

− −
=

− −
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After expanding we find that 

        ( )2 4 (5 ) 4t t tD D x De D e e− = − = −  

   ( )2 4 (2 5)(5 ) ( 1) 15t t tD D y D e D e e− = − − − = −  

Step 4 We f ind t he c omplementary function f or t he t wo e quations. T he a uxiliary 
equation for both of the differential equations is:   

           2 4 0 0, 4m m m− = ⇒ =  

The auxiliary equation has real and distinct roots 

           
4

1 2
4

3 4

t

t

x c c ec
y c c ec

= +

= +
 

             
Step 5 We now  us e t he m ethod of  und etermined c oefficients t o find the p articular 
integrals px and py .  

Since   ( ) ( )1 24 ,   15 t tg t e g t e= − = −  
We assume that           

     ,    t t
p px Ae y Be= =  

Then     t
pD x Ae= ,      2 t

pD x Ae=  

And     t
pD y Be= ,      2 t

pD y Be=  
Substituting in the differential equations, we have 

   
4 4

4 15

t t t

t t t
Ae Ae e

Be Be e

− = −

− = −
 

or  3 4 ,   3 15t t t tAe e Be e− = − − = −  

Equating coefficients of te  and constant terms, we obtain 

   
4 ,    5
3

A B= =  

So that  
4 ,   5
3

t t
p px e y e= =  

Step 6 Hence, the general solution of the two decoupled equations 

   4
1 2

4
3

t tx x x c c e ec p= + = + +    

   4
3 4 5t ty y y c c e ec p= + = + +    
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Step 7 Substituting these solutions for x and y into the second equation of  the given 
system, we obtain 

   ( ) 4
1 2 43 4 0tc c c e− + + =  

or  1 4 2
30,   .
4

c c c= = −  

 
Hence, the general solution of the given system of differential equations is  

   ( ) 4
2

4
3

t tx t c e e= +  

   ( ) 4
3 2

3 5
4

t ty t c c e e= − +  

If w e re -notate t he c onstants 2c  and 3c  as 1c  and 2c , r espectively.  T hen t he 
solution of the system can be written as: 

   ( ) 4
1

4
3

t tx t c e e= +  

   ( ) 4
1 2

3 5
4

t ty t c e c e= − + +  

Example 2 
Solve 

    teyxy

yxx

4

13

++=′

−−=′
     

Solution:  
 
Step 1 First w e w rite the d ifferential equations o f th e s ystem in  te rms o f th e 
differential operator D  

   
( )

( ) teyDx

yxD

41

13

=−+−

−=+−
 

Step 2 We form the determinant 

       tt e
D

DeD
D

41
13

   ,
14

11
  ,

11
13

−
−

−
−

−−
−

 

Step 3 Since the 1st determinant is non-zero 

    044
11

13 2 ≠+−=
−−

−
DD

D
D
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Therefore, we write the decoupled equations   

       
14

11
 

11
13

−
−

=
−−

−
De

x
D

D
t  

       
3 1 3 1

 
1 1 1 4 t

D D
y

D e
− − −

=
− − −

 

After expanding we find that 

        ( ) texD  412 2 −=−  

        ( ) . 812 2 teyD −−=−  

Step 4 We f ind t he c omplementary function f or t he t wo e quations. T he a uxiliary 
equation for both of the differential equations is:   

           ( ) 02 2 =−m 2,2=⇒ m  

The auxiliary equation has real and equal roots 

           
2 2

1 2
2 2

3 4

t t

t t

x c e c tec
y c e c tec

= +

= +
 

             
Step 5 We now  us e t he m ethod of  und etermined c oefficients t o find t he pa rticular 
integrals px and py .  

Since   ( ) ( )1 21 4 ,   1 8 t tg t e g t e= − = − −  
We assume that           

     ,    t t
p px A Be y C Ee= + = +  

Then    t
p BexD = ,      t

p BexD =2  

And     t
pD y Ee= ,      2 t

pD y Ee=  
Substituting in the differential equations   

   
( )
( ) t

pppp

t
pppp

eyDyyDyD

exDxxDxD

81442

41 442
22

22

−−=+−=−

−=+−=−
 

Therefore, we have 

   
4 4 4 1 4

4 4 4 1 8

t t t t

t t t t
Be Be A Be e

Ee Ee C Ee e

− + + = −

− + + = − −
 

 

or  4 1 4 ,   E 4 1 8t t t tBe A e e C e+ = − + = − −  
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Equating coefficients of te  and constant terms, we obtain 

   

1    -4,  
4

1 ,      8
4

B A

C E

= =

= − = −
 

So that  
1 14 ,   8
4 4

t t
p px e y e= − = − −  

Step 6 Hence, the general solution of the two decoupled equations 

   ttt etececpxcxx 4
4
12

2
2

1 −++=+=    

   ttt etececpycyy 8
4
12

4
2

3 −−+=+=    

Step 7 Substituting these solutions for x and y into the second equation of  the given 
system, we obtain 
   ( ) ( ) 02

24
2

413 =−++− tt tecceccc  
or  .   , 2141324 ccccccc −=−==  

 
Hence, a solution of the given system of differential equations is  

   ( ) ttt etecectx 4
4
12

2
2

1 −++=  

   ( ) ( ) ttt etececcty 8
4
12

2
2

21 −−+−=  

 
 
Example 3 
Given the system 

   
( ) 0  122    

                 2   

                     
2

2

=++−−
=+

=+

zDyDx
eyDx

tDzDx
t  

Find the differential equation for the dependent variables ,x y and z . 

Solution:  
Step1 The d ifferential e quations o f th e s ystem a re a lready w ritten in  th e d ifferential 
operator form. 

Step 2 We form the determinant 
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022

2
0

   , 
102

02   , 
120

0 
0 

   , 
122

02
0

2

22

2

2

2

−−+−+−+−− D
eD
tD

DD
e

DtD

D
De

Dt

DD
D

DD
ttt  

Step 3 Since the first determinant is non-zero. 

 

   
22

2
12

0

122
02

0 22
2

−−
+

+−
=

+−− D
DD

D
DD

DD
D

DD
 

or   ( ) 043
122

02
0

232 ≠−+=
+−−

DDD
DD

D
DD

 

Therefore, we can write the decoupled equations 

   
120

0 
0 

   
122

02
0

2

2

2

+−
=⋅

+−− D
De

Dt
x

DD
D

DD
t  

   
102

02  
122

02
0 2

2

+−
=⋅

+−− DD
e

DtD
y

DD
D

DD
t  

   
022

2
0

  
122

02
0

2

2

2

−−
=⋅

+−− D
eD
tD

z
DD

D
DD

t  

The determinant on the left hand side in these equations has already been expanded. Now 
we expand the determinants on the right hand side by the cofactors of an appropriate row.  

   
t

tt

t
t

e

etDDeDtDD

DeDt
D

D

D
De

Dt

22

2)()2()1(

20
  

12
0

120
0 

0 

22322

2
2

2
2

2

−=

−+=−++=

−
+

+−
=

+−
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.4242242

]2[)]2)(1[(])1[(

02
2 

12
02

10
0 

102
02

22

2

2

2

tteette

DeDtDeDD

D
eDt

DDD
eD

DD
e

DtD

ttt

tt

tt
t

−−=+−−=

++−+=

−
+

+−
−

+
=

+−

 

   
2

223

2
22

2

2

42

042)24()2(

22
2

02
D

022
2

0

te

tetDeD

t
D

DeD
D

eD
tD

t

tt

t
t

−=

+−=+−+=

−−
+

−
=

−−

 

Hence the differential equations for the dependent variables yx   ,  and z can be written as 

     ( ) texyDDD 22  43 23 −=−+  

or     ( ) .424 43 223 tteyyDDD t −−=−+  

    ( ) 223 42 43 tezyDDD t −=−+  

Again we remind that the D  symbol on the left-hand side is to be treated as an algebraic 
quantity, but this is not the case on the right-hand side. 
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Exercise 
Solve, if possible, the given system of differential equations by use of determinants. 

1. 2 ,       2dx dyx y x y
dt dt

= − = −  

2. ,       dx dyy t x t
dt dt

= − + = −  

3. ( ) ( )2 25 2 0,       - 2 2 0D x y x D y+ − = + + =  

4. 
2 2

2 24 ,        4t td x d yy e x e
dt dt

= + = −  

5. 
2

2 5 ,        4d x dy dx dyx x y
dt dt dtdt

+ = − + = − +  

6. 2 3 3,   ( 1) ( 1) 4t tDx D y e D x D y e+ = + + − =  

7. ( ) ( )2 1 0,        1 0D x y D x Dy− − = − + =  

8. 2(2 1) (2 1) 1,        ( 1) 1D D x D y D x Dy− − − + = − + = −  

9. 
2

2,     0tdx dy d x dxe x y
dt dt dtdt

+ = − + + + =  

10. 22 ( 1) ,       Dx D y t Dx Dy t+ − = + =  
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                                          Lecture 23 
                    Systems of Linear First-Order Equation 
 
 
In Previous Lecture 
 
In the preceding lectures we dealt with linear systems of the form 
 

 

       
       

       

11 1 12 2 1 1

21 1 22 2 2 2

1 1 2 2

                                                        

n n

n n

n n nn n n

P D x P D x P D x b t

P D x P D x P D x b t

P D x P D x P D x b t

   

   

   




   



 

   
where the ijP were polynomials in the differential operator .D   
 
The nth Order System 
 
1. The study of systems of first-order differential equations 

 

 

 

 

1
1 1 2

2
2 1 2

1 2

, , , ,

, , , ,

  

, , , ,

n

n

n
n n

dx
g t x x x

dt
dx

g t x x x
dt

dx
g t x x x

dt















      

is also par ticularly  importan t in advanced m athematics. This system of  n first-order 
equations is called and nth-order system. 
 
 
2. Every nth-order differential equation 
 

      1, , , ,n ny F t y y y    

 
as well as most systems of differential equations, can be reduced to the nth-order system.  
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Linear Normal Form 
 
A particularly, but important, case of the nth-order system is of those system s having the 
linear normal or canonical form:  
  

 

       

       

       tfxtaxtaxta
dt

dx

tfxtaxtaxta
dt

dx

tfxtaxtaxta
dt

dx

nnnnnn
n

nn

nn















2211

22222121
2

11212111
1

                                                       
   

where the coefficients ija and the if are the continuous functions on a common interval I . 

When   0, 1, 2, , ,if t i n   the s ystem is said to be  homogeneous; otherwise it is 
called non-homogeneous. 
 
 
Reduction of Equation to a System 
 
Suppose a linear nth-order differential equation is first written as 

    .1110 tfy
a

a
y

a

a
y

a

a

dt

yd n

n

n

nn
n

n

     

If we then introduce the variables 
  
  

n
n xyxyxyxy  1

321 ,,   ,   ,      
it follows that  

   ,,,  , 1
1

3221 nn
n xxyxxyxxy  
   n

ny x  
 Hence the given nth-order differential equation can be expressed as an nth-order system: 

 

 

1 2

2 3

3 4

1

0 11
1 2

  
  
  

  .

n n

n
n n

n n n

x x

x x

x x

x x

a aa
x x x x f t

a a a





 
 
 

 

      





   

  
Inspection of  this system reveals that it is in the form of an nth-order system. 
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Example 1 
 
Reduce the third-order equation 
  tyyyy sin642   
or  tyyyy sin462   
to the normal form. 
Solution: Write the differential equation as  

  
1 12 3 sin
2 2

y y y y t        

Now introduce the variables 
  .,, 321 xyxyxy   
Then 
  21 xyx   
  32 xyx   
  yx 3  
Hence, we can write the given differential equation in the linear normal form 

  
1 2

2 3

3 1 2 3
1 12 3 sin
2 2

x x

x x

x x x x t

 
 

     

 

    
Example 2 
 
Rewrite the given second order differential equation as a system in the normal form 

 
2

22 4 5 0d y dy
y

dxdx
    

Solution: 
We write the given the differential equation as  

  
2

2
52
2

d y dy
y

dxdx
    

Now introduce the variables 
 1 2,   y x y x   
Then 

  1 2

2

y x x

y x

  
 

 

So that the given differential equation can be written in the form of a system 

      
1 2

2 2 1

 
52
2

x x

x x x

 

   
 

This is the linear normal or canonical form. 
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Example 3 
Write the following differential equation as an equivalent system in the Canonical form. 

 tey
dt

yd
3

3

4  

Solution: 
First write the given differential equation as 

 tey
dt

yd
3

3

4  

dividing by 4 on both sides 

or tey
dt

yd

4
1

4
1

3

3

  

Now introduce the variables 
 1 2 3,  ,  y x y x y x     
Then 

 
1 2

2 3

3

y x x

y x x

y x

  
  
 

 

Hence, the given differential equation can be written as an equivalent system.  

 
1 2

2 3

3 1
1 1
4 4

t

x x

x x

x x e

 
 

   

 

Clearly, this system is in the linear normal or the Canonical form. 
 
 Example 4 
Rewrite the differential equation in the linear normal form 
 2 2( 4) 0t y ty t y      
Solution: 
First we write the equation in the form 
  ytytyt 422   

or   0    ,41
2

2




 ty
t

t
y

t
y  

or 
2

2
1 4t

y y y
t t

      

Then introduce the variables 
 1 2,  y x y x    
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Then 

 1 2

2

y x x

y x

  
 

 

Hence, the given equation is equivalent to the following system. 

 
1 2

2

2 2 12
1 4

x x

t
x x x

t t

 

   
 

The system is in the required linear normal or the cnonical form. 
  
Systems Reduced to Normal Form 
 
Using Procedure similar to that used for a single equation, we can reduce most systems of 
the linear form 

 

       
       

       

11 1 12 2 1 1

21 1 22 2 2 2

1 1 2 2

                                                        

n n

n n

n n nn n n

P D x P D x P D x b t

P D x P D x P D x b t

P D x P D x P D x b t

   

   

   




   



 

to the cano nical form. To accom plish this we  need to solv e the system for the hi ghest 
order derivative of each dependent variable.  
 
Note: 
It is not always possible to solve the given system for the highest-order derivative of each 
dependent variable. 
 
Example 5 
Reduce the following system to the normal form. 
   

  
 

 
2 2

2 2

5 2

2     2   3

tD D x D y e

x D y t

   

   
 

Solution:  
 

First write the given system in the differential operator form  
   

  
2 2

2 2

2 5

3 2 2

tD x D y e x Dx

D y t x y

   

  
   

Then eliminate yD 2  by multiplying the s econd equation by 2 and subtractin g from first 
equation to have 
  .496 22 DxyxtexD t   
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Also   2 23 2 2D y t x y    
We are now in a position to introduce the new variables.  Therefore, we suppose that 
 
  ,   Dx u Dy v    
Thus, the expressions for xD 2  and yD 2 , respectively, become 
 
  uyxteDu t  496 2  
  .223 2 yxtDv   
 
 
Thus the original system can be written as 
  uDx   
  vDy   
  29 4 6tDu x y u e t       
  2322 tyxDv   
Clearly, this system is in the canonical form.  
 
Example 6 
 
If possible, re-write the given system in the canonical form 

  
4       7
      2 3

x x y t

x y y t

   
   

 

Solution: 
 
First we write the differential equations of the system in the differential operator form 

  
4       7

       + 2 3
Dx x Dy t

Dx Dy y t

  
 

 

To eliminate Dy  we add the two equations of the system, to obtain 
  2 10 4 2Dx t x y    
or  2 5Dx x y t     
Next to solve for the Dy , we eliminate Dx . For this purpose we simply subtract the first 
equation from second equation of the system, to have 
  4 2 2 4x Dy y t      
     2 4 2 4Dy x y t    
or     2 2Dy x y t    
Hence the original system is equivalent to the following system 

      
2 5

2 2
Dx x y t

Dy x y t

   
  

 

Clearly the system is in the normal form. 
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Example 7 
 
If possible, re-write the given system in the linear normal form 

  

3 2

3 2

2
2

2

4 3 4

10 4 3

d x d x dy
x

dtdt dt

d y dx dy
t

dt dtdt

  

  

 

Solution: 
First write the given system in the differential operator form  
 

 
3 2

2 2

4 3 4

10 4 3

D x x D x Dy

D y t Dx Dy

  

  
  

No need to elim inate anything as the equations are already expres sing the highest-order 
derivatives of x  and y in terms of the remaining functions and derivatives. Therefore, we 
are now in a position to introduce new variables. Suppose that 
 ,   Dx u Dy v   

 2D x Du w   
 2 3,   D y Dv D x Dw   

Then the expressions for 3D x  and for 2D y can be written as 

 
2

4 4 3

10 4 3

Dw x v w

Dv t u v

  

  
 

Hence, the given system of differential equations is equivalent to the following system  

 
210 4 3

4 4 3

Dx u

Dy v

Du w

Dv t u v

Dw x v w





  
  

  

This new system is clearly in the linear normal form.  
 
Degenerate Systems 
The systems of differential equations of the form 

 

       
       

       

11 1 12 2 1 1

21 1 22 2 2 2

1 1 2 2

                                                        

n n

n n

n n nn n n

P D x P D x P D x b t

P D x P D x P D x b t

P D x P D x P D x b t

   

   

   




   



 

those cannot be reduced to a linear system  in  norm al for m is said to be a degenerate 
system. 
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Example 8 
If possible, re-write the following system in a linear normal form  

  
   

  0122
011




yDDx

yDxD
  

Solution: 
The given system is already written  in the differential operator form. The system can be 
written in the form 
 

  
 0

2   2  0
Dx x Dy y

Dx Dy y

   
  

 

We elim inate Dx  to solv e f or the h ighest de rivative Dy  by multiplying the first 
equation with 2 and then subtracting second equation from the first one. Thus we have  

  
  2 2   2 2 0

2         2D   0

          2              0

Dx x Dy y

Dx y y

x y

   
   

 

 

 
Therefore, it is im possible to so lve the system for the highest  derivative of each 
dependent variable; the syst em cannot be reduced to th e canonical form.  Hence the 
system is a degenerate. 
 
Example 9 
If possible, re-write the following system of differential equations in the canonical form 

 
1

1
x y

x y

  
   

 

Solution: 
 
We write the system in the operator form 
 

 
2

2

 1

1

D x Dy

D x Dy

 

  
 

To solve for a highest order derivative of y  in term s of the  rem aining functions and 
derivatives, we subtract the second equation from the first and we obtain 
 

  

2

2

    1

1

           0 2

D x Dy

D x Dy

 

   



 

   
This is absurd. Thus the given system  cannot be reduced to a canon ical form. Hence the 
system is a degenerate system. 
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Example 10 
 
If possible, re-write the given system 
 

 
(2 1) 2  4

      t

D x Dy

Dx Dy e

  

 
 

Solution: 
The given system is already in the operator form and can be written as 

 
2 2  4

      t

Dx x Dy

Dx Dy e

  

 
 

To solve f or the h ighest de rivative Dy , we elim inate the highest d erivative Dx . 
Therefore, multiply the second equ ation with 2  and then su btract from the firs t equation 
to have 

     t

2 2     4

2      2Dy 2e

                   4 2 t

Dx x Dy

Dx

x e

  

  

 

  

Therefore, it is impossible to solve the system for the highest derivatives of each variable. 
Thus the system  cannot be reduced to the li near norm al form . Hence, the system  is a 
degenerate system. 
 
Applications 
 
The systems having the linear norm al form arise naturally in some physical applications. 
The following exam ple provides an applicatio n of a hom ogeneous linear normal system 
in two dependent variables. 
 
Example 11 
Tank A contains 50 gallons of water in whic h 25 pounds of salt are dissolved. A second 
tank B contains 50 gallons of pure water. Liquid is pumped in and out of the tank at rates 
shown in Figure. Derive the differential equa tions that describe the number of pounds  
 tx1 and  tx2 of salt at any time in tanks , and BA respectively. 

 

  

Mixture 1 gal / min Pure water 3 gal / min 

A B 

Mixture 4 gal / min 

a b 

c d 
Mixture 3 gal / min 
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Solution: 
 
Tank A 
 
Input through pipe a  =    3 g al/min 0 l b/gal 0   

Input through pipeb  =   2 21 gal/min lb/gal  lb / min
50 50
x x   

 
 

Thus, total input for the tank A  = 
5050

0 22 xx
  

Output through pipe c  =   1 144 gal/min lb/gal lb / min
50 50
x x   

 
 

Hence, the net rate of change of  tx1  in lb / min is given by 
 

   1  - dx
input output

dt
  

or   1 2 14
50 50

dx x x

dt
   

or   
5025

2 2
1

1 x
x

dt

dx



  

 
Tank B 
 

Input through pipe c is 144 g al/min lb / min
50
x

  

Output through pipe b is 21 gal/min lb / min
50
x

  

Similarly output through pipe d  is 233 g al/min lb / min
50
x

  

Total output for the tank b  
50
4

50
3

50
222 xxx

  

Hence, the net rate of change of  tx2 in min/lb  
 

    2dx
input output

dt
   

or    2 1 24 4
50 50

dx x x

dt
   

or    2 1 22 2
25 25

dx x x

dt
   
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Thus we obtain the first order system 

    
5025

2 2
1

1 x
x

dt

dx



  

    
25

2
25
2 212 xx

dt

dx
  

 
 We observe that the foregoing system is accompanied the initial conditions  
      .00  ,250 21  xx  
 
Exercise 
Rewrite the given differential equation as a system in linear normal form. 

1. 
2

2 3 4 sin 3d y dy
y t

dtdt
    

2. 23 6 10 1y y y y t        

3. 
4 2

4 22 4d y d y dy
y t

dxdt dt
     

4. 
4 3

4 32 8 10d y d y
y

dt dt
    

Rewrite, if possible, the given system in the linear normal form. 
5. 2( 1) ,    5 2D x Dy t x Dy t       
6. 2 sin ,   cosx y t x y t        
7. 1 1 1 1 2 2 1 2 2 2 2 1( ),        ( )m x k x k x x m x k x x         
8.   1061          ,4 222  tyDxDtDyxD  
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    Lecture 24   
    Introduction to Matrices 

     
Matrix 
A rectangular array of num bers or functions subject to certain rules an d condition s is 
called a m atrix. Matrices are deno ted by capital letters ZYBA ,,,,  . The num bers or 
functions are called  elem ents or en tries of the m atrix. The elem ents of a m atrix are 
denoted by small letters zyba ,,,,  .  
Rows and Columns 
The horizo ntal and ve rtical lin es in a m atrix are, respe ctively, ca lled the rows and  
columns of the matrix. 
Order of a Matrix                    
If a m atrix has m  rows and n  columns then we say  that the siz e or o rder of the m atrix 
is nm . If A  is a matrix having m  rows and n columns then the matrix can be written as   

                                   

11 12 1

21 22 2

1 2

n

n

m m mn

a a a

a a a

A

a a a

 
 
 
 
 
 
 
 




   
   



   

Square Matrix 
A matrix having n rows and n  columns is said  to  be a nn  square matrix or a square 
matrix of order n. The elem ent, or entry, in the ith  row and jth  column of a nm  
matrix A is written as ija .  Therefore a 1 x 1 matrix is simply a constant or a function. 
 
Equality of matrix 
Any two matrices A  and B  are said to be equal if and onl y if they have the sam e orders 
and the corresponding elements of the two matrices are equal. Thus if  nmijaA  ][  and 

nmijbB  ][  then 

jibaBA ijij ,    ,    
Column Matrix 
A column matrix X  is any matrix having n  rows and only one column. Thus the column 
matrix X can be written as 

    11

1

31

21

11

][   



























 ni

n

b

b

b

b

b

X



 

A column matrix is also called a column vector or simply a vector. 
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Multiple of matrices 
 
A multiple of a matrix A  is defined to be  
 

   nmij

mnmm

n

n

ka

kakaka

kakaka

kakaka

kA 























 ][

21

22221

11211









          

            
Where k  is a constant or it is a function. Notice that the product kA  is sa me as the 
product Ak . Therefore, we can write 
 
 AkkA   
 
Example 1 

(a)    

















































301

520

1510

65/1

14

32

5           

(b)      











































t

t

t

t

e

e

e

e

4

2

4

2

1

        

 
Since we know that AkkA  . Therefore, we can write      
             

t

t

t
t e

e

e
e 3

3

3
3  

5

2
 

5

2

5

2












































    

 
 
Addition of Matrices 
 
Any two matrices can be added only when they have same orders and the resulting matrix 
is obtained by adding the correspon ding entries. Therefore, if ][ ijaA   and ][ ijbB   are 
two nm  matrices then their sum is defined to be the matrix BA  defined by 
 
                          ][ ijij baBA   
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Example 2 
 
Consider the following two matrices of order 33    

                               
























5106

640

312

A ,   
























211

539

874

B   

Since the given m atrices have sam e orders. Therefore, these m atrices can be added and 
their sum is given by  
 

                 


















































395

1179

566

25)1(1016

563490

)8(37142

BA  

 
Example 3 
 
Write the following single column matrix as the sum of three column vectors  

                                        



















t

tt

et t

5
7
23

2

2

 

Solution 
                   

2 2

2 2 2

3 2 3 0 2 3 0 2
7 7 0 1 7 0

5 0 5 0 0 5 0

t t

t

t e t e

t t t t t t e

t t

                                                                     

 

Difference of Matrices 
 
The difference of two matrices A  and B  of same order nm  is defined to be the matrix  
 )( BABA   
 The matrix B  is obtained by multiplying the matrix B  with 1 .  So that 
 
 BB  ) 1 (    
Multiplication of Matrices 
 
Any two matrices A  and B  are conform able for the product AB , if the number of 
columns in the f irst m atrix A  is equal to the number of  rows in the second m atrix B . 
Thus if  the order of  the m atrix A  is nm  then to m ake the product AB  possible order 
of the matrix B  must be pn .  Then the order of the product matrix AB  is pm . Thus  
    pmpnnm CBA    
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If the matrices A  and B  are given by 
       

 

















































npnn

p

p

mnmm

n

n

bbb

bbb

bbb

B

aaa

aaa

aaa

A

















21

22221

11211

21

22221

11211

  ,  

Then 

    















































npnn

p

p

mnmm

n

n

bbb

bbb

bbb

aaa

aaa

aaa

AB

















21

22221

11211

21

22221

11211

              

 

       



































npmnpmpmnmnmm

npnppnn

npnppnn

babababababa

babababababa

babababababa











22111212111

22221211221221121

12121111121121111

 

 

                         
pn

n

k
kjikba












 

1
                                                              

Example 4 
 
If possible, find the products AB and BA , when 

(a)     












53

74
A , 










 


86

29
B  

 

(b)   




















7

0

8

2

1

5

A ,  









 


02

34
B  
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Solution 
 
(a) The matrices A  and B are square matrices of order 2. Therefore, both of the products     
     AB  and BA are possible.  
 

        





































 













3457

4878

85)2(36593

87)2(46794

86

29

53

74
AB              

 
 

Similarly  















































 


8248

5330

58763846

5)2(793)2(49

53

74

86

29
BA  

 
(b) The product AB is possible as th e num ber of  colum ns in the m atrix A  and the 
number of rows in B is 2. However, the product BA is not possible because the number of 
rows in the matrix B and the number of rows in A is not same. 
 































































6

3

15

6

4

4

07)3(2

00)3(1

08)3(5

27)4(2

20)4(1

28)4(5

AB  

Note that 
 
In gene ral, m atrix m ultiplication is  not com mutative. This m eans tha t BAAB   . For 
example, we observe in part (a) of the previous example 
 

                                           












3457

4878
AB ,  













8248

5330
BA  

 
Clearly .BAAB  .  Similarly in part (b) of the example, we have  
  































6

3

15

6

4

4

AB  

 
However, the product BA  is not possible.  
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Example 5 
 

(a)     
























































































9

44

0

496)7()3(1

6564)3(0

436)1()3(2

4

6

3

971

540

312

 

 

(b)     





































yx

yx

y

x

83

24

83

24
 

 
 
 
 
Multiplicative Identity  
 
For a given positive integer n , the nn  matrix  
                                          

                                                      





























1000

0100

0010

0001











I  

 
is called the multiplicative identity matrix. If A  is a matrix of order n n , then it can be 
verified that 
                                                   AIAAI   
 Also, it is readily verified that if X is any 1n column matrix, then XXI    
 
Zero Matrix 
 
A matrix consisting of all zero entries is called a zero matrix or null matrix and is denoted 
by O . For example 

                                              












0

0
O ,       













00

00
O ,       





















0

0

0

0

0

0

O  

and so on. If A and O  are nm matrices, then 
    AAOOA   
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Associative Law  
 
The m atrix m ultiplication is asso ciative. This m eans that if  BA   ,  and C are pm , 

rp and nr   matrices, then  
   CABBCA )()(   
The result is a  nm  matrix. 
 
Distributive Law 
 
 If B  and C are m atrices of order nr   and A  is a m atrix of  order rm ,  then the  
distributive law states that 
                                       ACABCBA  )(  
Furthermore, if the product CBA )(   is defined, then 
    BCACCBA  )(  
 
Determinant of a Matrix 
Associated with every square m atrix A of  constants, there is a nu mber called  the 
determinant of the matrix, which is denoted by )det(A or  A  
 
Example 6 
 
Find the determinant of the following matrix 

                                   






















421

152

263

A  

Solution 
 
The determinant of the matrix A  is given by 

   

421

152

263

)det(



A  

We expand the  )det(A  by cofactors of the first row, we obtain 

                     

421

152

263

)det(



A =3
42
15

-6
41
12


+2

21
52


 

or                        185)2(41)6(8-2)-3(20)det( A  
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Transpose of a Matrix 
 
The transpose of a nm  matrix A  is obtained by interchanging rows and columns of the 
matrix and is denoted by trA . In other words, rows of A become the columns of .trA  If  
 

     





















mnmm

n

n

aaa

aaa

aaa

A

....
..

...
...

21

22221

11211





 

Then 

  





























mnnn

m

m

tr

aaa

aaa

aaa

A









21

22212

12111

 

Since order of the matrix A  is nm , the order of the transpose matrix trA  is mn .  
 
Example 7 
 
(a) The transpose of matrix  

    






















421

152

263

A  

 

  is                                        
















 



412

256

123

  trA  

(b) If X denotes the matrix 

         




















3

0

5

X  

 
Then            305trX  
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Multiplicative Inverse of a Matrix  
 
Suppose that A  is a square m atrix of order nn . If th ere exists an nn  matrix B such 
that 
 IBAAB    
Then B  is said to be the m ultiplicative inverse of  the m atrix A  and is denoted by 

1 AB . 
 
Non-Singular Matrices   
 
A square matrix A of order nn is said to be a non-singular matrix if 
     det( ) 0A   
Otherwise the square m atrix A  is sa id to be s ingular. Thus for a singular A  we must 
have   
    det( ) 0A   
Theorem     
 
If A  is a square matrix of order nn  then the matrix has a multiplicative inverse 1A  if 
and only if the matrix A  is non-singular. 
 
. 
 
 
Theorem 
Let A  be a non singular m atrix of order nn  and let C ij denote th e cofacto r (signed  
minor) of the corresponding entry ija in the matrix A  i.e. 

ij
ji

ij MC  )1(   

M ij is the determinant of the )1()1(  nn  matrix obtained by deleting the ith  row and 
jth  column from A .  Then inverse of the matrix A  is given by 

                                        tr
ijC

A
A )(

)det(
11                 

Further Explanation  
1. For further referenc e we take 2n so that A  is a 22  non-singular matrix given by 
 

                                      















2221

1211

aa

aa
A  

  Therefore 122121122211   ,  , aCaCaC   and 1122 aC  . So that  
 

                                     






































1121

1222

1112

21221
)det(

1
)det(

1
aa

aa

Aaa

aa

A
A

tr
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 2. For a 33 non-singular matrix 
 

                                    A=
11 12 13

21 22 23

31 32 33

a a a

a a a

a a a

 
 
 
 
 

 

 

3332

2322
11

aa

aa
C  ,

3331

2321
12

aa

aa
C  ,   C13 =

3231

2221

aa

aa
 

and so on. Therefore, inverse of the matrix A  is given by  
 

                                    























332313

322212

312111
1

det
1

CCC

CCC

aCC

A
A . 

 
Example 8  
 
Find, if possible, the multiplicative inverse for the matrix 













102

41
A . 

Solution:  
 
The matrix A  is non-singular because 

        2=8-10=
102

41
)det( A  

 Therefore, 1A exists and is given by 
.                                                

                                         A 1 =































2/11

25

12

410

2
1  

Check 
 

     IAA 























































10

01

541010

2245

2/11

25

102

411  

 

                  IAA 






















































10

01

5411

202045

102

41

2/11

251  
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Example 9 
Find, if possible, the multiplicative inverse of the following matrix 

                      












33

22
A   

Solution: 
The matrix is singular because  

03232
33

22
)det( A  

Therefore, the multiplicative inverse 1A of the matrix does not exist.  

Example 10  
Find the multiplicative inverse for the following matrix 

                                                      A=




















103

112

022

. 

Solution:  

Since     012)30(0)32(2)01(2

103

112

022

)det( A  

 Therefore, the given matrix is non singular. So that, the m ultiplicative inverse 1A of the 
matrix A  exists. The cofactors corresponding to the entries in each row are 
 

             3
03

12
      ,5

13

12
           ,1

10

11
131211 





 CCC         

              6
03

22
          ,2

13

02
     ,2

10

02
232221  CCC      

               6
12

22
     ,2

12

02
          ,2

11

02
333231 





 CCC  

Hence   A 1 =
12
1






















663
225

221
=






















2/12/14/1
6/16/112/5

6/16/112/1
 

Please verify that IAAAA   11  



Advanced Differential Equations (MTH701)  VU 
 

235 
© Copyright Virtual University of Pakistan 

Derivative of a Matrix of functions 
Suppose that  

( ) ( )ij m n
A t a t


      

is a m atrix whose entries are functions t hose are differentiable on a comm on interval, 
then deriv ative of  the m atrix )(tA  is a m atrix whose entries are deriv atives of the 
corresponding entries of the matrix )(tA . Thus                              

   
nm

ij

dt

da

dt

dA










  

The derivative of a matrix is also denoted by ).(tA  
Integral of a Matrix of Functions 
Suppose that   

nmij tatA


 )()(  is a m atrix whose entrie s are  f unctions those are  

continuous on a common interval containing t , then in tegral of  the m atrix )(tA  is a 
matrix whose entries are integrals of the corresponding entries of the matrix )(tA . Thus 

                                
0

0

( ) ( )ij
m n

t
t

A s ds a s ds
t

t 

   
    

Example 11 
Find the derivative and the integral of the following matrix 

          3

sin 2

( )
8 1

t

t

X t e

t

 
 

  
  

      

Solution: 
The derivative and integral of the given matrix are, respectively, given by  

   














































8

3

2cos2

)18(

)(

)2(sin

)( 33 tt e

t

t
dt

d

e
dt

d

t
dt

d

tX           

                        
































































tt

e

t
t

dst

dse

tds

dssX t

t

t
t

t

2

3

0

0

3

0

4

3/13/1

2/12cos2/1

0

18

2sin

)(  
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Augmented Matrix 
Consider an algebraic system of n linear equations in n unknowns 

   

nnnnnn

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa












2211

22222121

11212111

                                              
 

 
Suppose that A  denotes the coefficient matrix in the above algebraic system, then 
 

    

























mnmm

n

n

aaa

aaa

aaa

A









21

22221

11211

 

It is well known that Cramer’s rule can be used to solve the system, whenever det( ) 0A  . 
However, it is also well known that a Hercul ean effort is required to solve the system 
if 3n .  Thus for larger systems the Gaussian and Gauss-Jordon elimination methods are 
preferred and in these methods we apply elementary row operations on augmented matrix. 
The augm ented matrix of the system of linear e quations is the following )1(  nn  
matrix 

 

























nnnnn

n

n

b

baaa

baaa

baaa

A









21

2222211

111211

 

  
If B denotes the colum n m atrix of  th e ,   1, 2, ,ib i n    then the a ugmented m atrix of  
the above mentioned system of linear algebraic equations can be written as  BA | .  
 
 
Elementary Row Operations 
 
The elementary row operations consist of the following three operations 
 

 Multiply a row by a non-zero constant. 
 Interchange any row with another row. 
 Add a non-zero constant multiple of one row to another row. 
 

These row operations on the augmented matrix of a system are equivalent to, multiplying 
an equation by a non-zero constant, interchang ing position of any tw o equations of the 
system and adding a constant multiple of an equation to another equation. 
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The Gaussian and Gauss-Jordon Methods  
 
In the Gaussian Elim ination m ethod we carry out a succession of elem entary row 
operations on the augmented matrix of the system of linear equations to be solved until it 
is transformed into row-echelon form, a matrix that has the following structure:  
 

 The first non-zero entry in a non-zero row is 1. 
 In consecutive nonzero rows the first entry 1 in the lower row appears to the right 

of the first 1 in the higher row. 
 Rows consisting of all 0’s are at the bottom of the matrix. 
 

In the Gauss-Jordan method the row operations are continued until the augmented matrix 
is transformed into the reduced row-echelon form.  A reduced row-echelon matrix has the 
structure similar to row-echelon, but with an additional property. 
 

 The first non-zero entry in a non-zero row is 1. 
 In consecutive nonzero rows the first entry 1 in the lower row appears to the right 

of the first 1 in the higher row. 
 Rows consisting of all 0’s are at the bottom of the matrix. 
 A column containing a first entry 1 has 0’s everywhere else. 

 
Example 1 
 
(a) The following two matrices are in row-echelon form. 
 

                   




















0

1

2

     

000

010

051

,  









 

4

2
     

10000

26100
 

 
Please verify that the three conditions of the structure of the echelon form are satisfied. 
 
 
(b) The following two matrices are in reduced row-echelon form. 
 

                  




















0

1

7

     

000

010

001

, 










 

4

6
     

10000

06100
 

 
Please notice that all remaining entries in the columns containing a leading entry 1 are 0. 
 
Notation 
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To keep track of the row operations on an augmented matrix, we utiliz ed the f ollowing 
notation:                               
                                           
             
 
                                                             
 
                                                      
 
 
 
 
Example 2 
 
Solve the following system of linear algebraic equations by the (a) Gaus sian elimination 
and (b) Gauss-Jordan elimination           

1 2 3

1 1 3

1 2 3

2 6   7
   2 1

5 7 4   9

x x x

x x x

x x x

  

   

  

   

Solution   
 
(a) The augmented matrix of the system is 
 

                                                  




















9
1

7

475
121

162
 

 By interchanging first and second row i.e. by 12R , we obtain 
 

  














 





9
7
1

475
162
121

 

 
Multiplying f irst row with 2 and 5  and then adding to 2 nd and 3 rd row i.e. by 

21 RR   and 315 RR  , we obtain 

                                     
1 2 1 1
0 2 3 9

3 110 4

  
 
 
  

 

Multiply the second row with 2/1 , i.e. the operation 22
1

R , yields 

 

Symbol Meaning 

ijR  Interchange the rows i  and .j  
 

icR  Multiply the ith  row by a nonzero constant c . 
 

ji RcR   Multiply the ith  row by c and then add to the jth  row. 
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













 





14
2/9
1

130
2/310
121

 

Next add three times the second row to the third row, the operation 323 RR   gives 
 

                                                














 

2/55
2/9
1

2/1100
2/310
121

 

Finally, multiply the third row with 11/2 . This means the operation 111
2

R  

 

                     














 

5
2/9
1

100
2/310
121

 

The last matrix is in row-echelon form and represents the system 
 

    

5

2/9
2
3

1

3

32

321







x

xx

xxx

 

Now by the backward substitution we obtain the solution set of the given system of linear 
algebraic equations 
 
    1 2 310,   3,   5x x x     
(b) W start with the last matrix in part (a). Since the first in the second and third rows are 
1's we must, in turn, making the remaining entries in the second and third columns 0s: 
 

                     














 

5
2/9
1

100
2/310
121

 

 Adding 2  times the 2nd row to first row, this means the operation 122 RR  , we have 

   














 

5
2/9

10

100
2/310
401

 

Finally by 4  times the third row to first and 2/1 times the third row to second row, i.e. 

the operations 134 RR   and 232
1

RR 
 , yields 
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





















5

3

10

 

100

010

001

. 

                                          
The last matrix is now in reduce row-echelon form .Because of what the matrix means in 
terms of equations, it evident that the solution of the system  

1 2 310,   3,   5x x x     
 

Example 3 
 
Use the G auss-Jordan elim ination to solv e th e following system  of linear algebraic 
equations. 

   
19752

534
723





zyx

zyx

zyx

 

Solution:  
The augmented matrix is 

                              














 





19
5
7

752
314
231

 

214 RR   and 312 RR    yields                
 















 






33
33

7

11110
11110

231
 

211
1

R
  and 311

1
R

  produces 

                       
























3
3
7

110
110
231

 

123 RR   and 32 RR   gives 

















0
3

2

000
110

101
 

 
In this case the las t matrix in reduced row-echelon form implies that the original system 
of three equations in three unknowns. 
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3   ,2  zyzx  
We can assign an arbitrarily value to z . If we let Rttz    , , then we see that th e system 
has infinitely many solutions:  

tztytx    ,3  ,2  
Geometrically, these equations are the parametric equations for the line of intersection of 
the planes 

30  ,200  zyxzyx  
 
Exercise 
Write the given sum as a single column matrix 

1.  






















































 t

t

tttt

5
4
3

2
3

1
1

1

2
3  

2. 
1 3 4 2
2 5 1 2 1 1 8
0 4 2 4 6

t t

t

t

        
                 
                 

 

Determine whether the given matrix is singular or non-singular. If singular, find 1A . 

3. 



















152
014
123

A  

4. 





















212
326
114

A  

Find 
dt

dX
 

5. 



















tt

tt
X

2cos52sin3

2cos42sin
2
1

 

6. If  
4

2

cos

2 3 1

te t
A t

t t

 
  
  

 then find (a) 
2

0

)( dttA , (b)  
t

dssA
0

.)(  

7. Find  the integral 
2

1

)( dttB   if    
6 2

1/ 4
t

B t
t t

 
  
 

 

 
Solve the given system of equations by either Gaussian elimination or by the Gauss-
Jordon elimination. 

 



Advanced Differential Equations (MTH701)  VU 
 

242 
© Copyright Virtual University of Pakistan 

8. 5 2 4 10x y z    
    9

4 3 3 1
x y z

x y z

  
  

 

9. 1 2 3 4       1x + x - x  - x  = -  

1 2 3 4

1 2 3 4

1 2 3 4

       3
       3

4    2  0

x + x + x  + x  =

x - x  + x  - x  =

 x + x - x + x  =

 

10. 1 2 3 43 1x x x x     

2 3 4

1 2 3 4

1 2 3

4  0
2 2 6

4 7   7    9

x x x

x x x x

x x x

  

   

  
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Lecture 25 
The Eigenvalue problem 

 
Eigenvalues and Eigenvectors 
 
Let A  be a nn  matrix. A number  is said to b e an eigenvalue of A  if there exists a 
nonzero solution vector K of the system of linear differential equations:  

 KAK                                                             

The solution vector K  is said to be an eigenvector  corresponding to the eigenvalue  . 
Using properties of m atrix algebra, we can  write the abov e equation in the f ollowing 
alternative form 

   0 KIA       

where I  is the  identity matrix. 

 If we let   

























nk

k

k

k

K


3

2

1

 

Then the above system is same as the following system of linear algebraic equations 

 

 
 

 

11 1 12 2 1

21 1 22 2 2

1 2 2

0

0
                             

0

n n

n n

n n n nn n

a k a k a k

a k a k a k

a k a k a k







    

    

    




  



    

Clearly, an obvious solution of this system is the trivial solution   
  021  nkkk    
However, we are seeking only a non-trivial solution of the system.  
 
 
The Non-trivial solution 
 
The non-trivial solution of the system exists only when 
 

   0det  IA                                                 

This equation is called the charac teristic equation of the matrix A . Thus the Eigenvalues 
of the m atrix A  are given by the roots of the char acteristic equation. To find an 
eigenvector correspondi ng to an eigenvalue   we sim ply solve th e s ystem of  linear 
algebraic equations  
  det 0A I K   
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This system of equations can be solved by applying the Gauss-Jordan elim ination to the 
augmented matrix 
 
  0A I . 
Example 4  
 
Verify that the following column vector is an eigenvector 

 
  1

1
  1

K

 
   
 
 

 

is an eigenvector of the following 3 3  matrix   

 





















112
332
310

A  

Solution: 
By carrying out the multiplication AK , we see that   
 

    
0 1 3 1 2
2 3 3 1 2 2 2
2 1 1 1 1

AK K

       
               
          

 

 
Hence the number 2  is an eigenvalue of the given matrix A . 
 
Example 5 

Find the eigenvalues and eigenvectors of  

  



















121
016
121

A  

Solution: 
 
Eigenvalues 
 
The characteristic equation of the matrix A  is 

 
1 2 1

det 6 1 0 0
1 2 1

A I


 




    

   
 

 
Expanding the determinant by the cofactors of the second row, we obtain  
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01223     

This is so much easy given below the explanation of the above kindly see it and let me 
know if you have any more query 
L: STAND FOR LEMDA 
(1-L)((-1-L) (-1-L) -0)-2(6(-1-L)-0) +1(6(-2) +1(-1-L) =0 
(1-L)(1+L^2+2L)-2(-6-6L) +1(-12 -1-L) =0 
(1-L)(1+L^2+2L)+12+12L+1(-13-L) =0 
1+L^2+2L-L-L^3-2L^2+12+12L-13-L=0 
-L^3-L^2+12L=0 
 
 

     034    
Hence the eigenvalues of the matrix are 
 340 321  ,  λ,  λλ .  
 
Eigenvectors 

For 01   we have 

  
1 2 1 0

0 | 0 6 1 0 0
1 2 1 0

A

 
    
    

 

By 1 2 1 36 ,  R R R R    
 

  
1 2 1 0
0 13 6 0
0 0 0 0

 
   
 
 

 

By 2
1

13
R  

  
1 2 1 0

 0 1 6 /13 0  
0 0 0 0

 
 
 
 
 

        

 
 
By 2 12R R   
 

 
1 0 1/13 0

 0 1 6 /13 0
0 0 0 0

 
 
 
 
 
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Thus we have the following equations in 1 2,  k k and 3k . The num ber 3k can be cho sen 
arbitrarily 
  1 31 /13k k  ,  2 36 /13k k   
Choosing 133 k , we get  1 1k   and 2 6k  . Hence, the eigenvector correspondin g 01   
is                                       

 



















13
6
1

1K  

   
For 42  , we have 

  
5 2 1 0

4 0 6 3 0 0
1 2 3 0

A

 
    
   

  

By 3 32( 1) ,  R R  
 

   
1 2 3 0
6 3 0 0
5 2 1 0

 
 
 
 
 

 

By 1 2 1 36 , 5R R R R     
 

   
1 2 3 0
0 9 18 0
0 8 16 0

 
  
  

 

By 2 3
1 1,  
9 8

R R   

  
1 2 3 0
0 1 2 0
0 1 2 0

 
  
  

 

By 2 1 2 32 ,  R R R R     
 

  
01 0 1

0 1 2 0
0 0 0 0

 
  
 
 

 

 
Hence we obtain the following two equations involving 1 2,  k k and 3k .  
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 31 kk  , 32 2kk   
Choosing 13 k , we have 1 21,  2k k   . Hence we have an eigenvector 
corresponding to the eigenvalue 42   
 

  

















1
2
1

2K  

Finally, for 33  , we have  

  
02 2 1

3 | 0 6 4 0 0
1 2 4 0

A I

 
    
    

  

 
By using the Gauss Jordon elimination as used for other values, we obtain (verify!) 
 

  
01 0 1

0 1 3 / 2 0
0 0 0 0

 
 
 
 
 

 

 
So that we obtain the equations  
 
 1 3 2 3,   ( 3 / 2)k k k k     
The choice 3 2k    leads to 1 22,   3k k  . Hence, we have the following eigenvector 

  



















2
3
2

3K  

  
Note that  
The com ponent 3k could be chosen as any nonzero num ber.  Therefore, a nonzero 
constant multiple of an eigenvector is also an eigenvector. 
   
Example 6 
Find the eigenvalues and eigenvectors of  

 










71
43

A     

Solution: 
From the characteristic equation of the given matrix is 
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  
3 4

det 0
1 7

A I






  

 
 

or   2(3 )(7 ) 4 0 5 0          
Therefore, the characteristic equatio n has re peated r eal r oots. T hus the  m atrix has  an 
eigenvalue of multiplicity two. 
 521     
In the case of a 22 matrix there is no need to use Gauss-Jordan elimination. To find the 
eigenvector(s) corresponding to 51  we resort to the system of linear equations 
  5 0A I K    
or in its equivalent form 

  1 2

1 2

2 4 0    
2 0

k k

k k

  
 

 

It is apparent from this system that  
       21 2kk  .  
Thus if we choose 12 k , we find the single eigenvector 

                                            









1
2

1K  

Example 7 
Find the eigenvalues and eigenvectors of 

         

















911
191
119

A                                               

Solution 
The characteristic equation of the given matrix is 
 

          
9 1 1

det 1 9 1 0
1 1 9

A I


 




   


 

or             211 8 0 11,  8,  8        
 
Thus the eigenvalues of the matrix are 1 2 311, 8      
For 111  , we have 

           
02 1 1

11 | 0 1 2 1 0
1 1 2 0

A I

 
    
  

 

The Gauss-Jordan elimination gives 
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1 0 1 0
0 1 1 0
0 0   0 0

 
  
 
 

 

Hence, 31 kk  , 32 kk  . If 13 k , then 

  

















1
1
1

1K  

Now for 82   we have  

  
01 1 1

8 | 0 1 1 1 0
1 1 1 0

A I

 
    
 
 

 

Again the Gauss-Jordon elimination gives  

 
01 1 1

0 0 0 0
0 0 0 0

 
 
 
 
 

 

Therefore,  0321  kkk  
We are free to select two of the variab les arbitrarily. C hoosing, on the one hand, 

0 ,1 32  kk and, on the other, 1 ,0 32  kk , we  obtain two linearly independent 
eigenvectors corresponding to a single eigenvalue 


















0
1

1

2K , 

















1
0

1

3K  

Note that 
Thus we note th at when  a n n  matrix A  possesses n  distinct 
eigenvalues 1 2, , , n   , a set of n  linearly independent eigenvectors 1 2, , , nK K K  
can be found.  

However, when the characteris tic equation has repeated roots, it m ay not be possible to 
find n  linearly independent eigenvectors of the matrix. 

Exercise 
Find the eigenvalues and eigenvectors of the given matrix. 

1. 










87
21

                        

2. 







12
12
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3. 






 
016
18

 

4. 




















015
950
015

 

5. 
















104
020
003

 

6. 



















200
041
040

 

Show that the given matrix has complex eigenvalues. 

7.   










15
21

                                    

8.   














 

210
425
012
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    Lecture 26 

 Matrices and Systems of Linear First-Order Equations  
 

Matrix form of a system 
 
Consider the following system of linear first-order differential equations 
 

   

1
11 1 12 2 1 1

2
21 1 22 2 2 2

1 1 2 2

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

  

( ) ( ) ( ) ( )

n n

n n

n
n n nn n n

dx
a t x a t x a t x f t

dt
dx

a t x a t x a t x f t
dt

dx
a t x a t x a t x f t

dt

    

    

    









 

Suppose that ,  ( )X A t  and ( )F t , respectively, denote the following matrices 
 

 

1 11 12 1 1

2 21 22 2 2

1 2

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

,  ( ) ,  F(t)

( ) ( ) ( ) ( ) ( )

n

n

n n n nn n

x t a t a t a t f t

x t a t a t a t f t
X A t

x t a t a t a t f t

     
     
       
     
          
     




     


 

   
Then the system of differential equations can be written as  
 

 

1 11 12 1 1 1

2 21 22 2 2 2

1 2

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

n

n

n n n nn n n

x t a t a t a t x t f t

x t a t a t a t x t f td

dt

x t a t a t a t x t f t

       
       
        
       
              
       




      


 

 
 or simply  

    )()( tFXtA
dt

dX
      

If the system of differential equations is homogenous, then ( ) 0F t   and we can write 

    XtA
dt

dX )(      

Both the non-homogeneous and the homogeneous systems can also be written as  
/ /,   X AX F X AX     
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Example 1 
Write the following non-homogeneous system of differential equations in the matrix form  

tyx
dt

dy

teyx
dt

dx t

1034

252




 

Solution: 
If we suppose that 

   
x

X
y

 
  
 

 

Then, the given non-homogeneous differential equations can be written as    

   
2 5 2

4 3 10

tdX e t
X

dt t

            
 

or      / 2 5 1 2
4 3 0 10

tX X e t
      

            
 

Solution Vector 
Consider a homogeneous system of differential equations 

   
dX

AX
dt

  

A solution vector on an interval I  of the homogeneous system is any column matrix 

1

2

( )
( )

( )n

x t

x t
X

x t

 
 
 
 
  
 


 

The entr ies of  the solu tion ve ctor have to be differentia ble f unctions satisf ying e ach 
equation of the system on the interval .I  
 
Example 2 
 
Verify that  

2 61 3 32 6,    1 21 2 5 65

t te et tX e X e
t te e

                          
     

are solution of  the following system of  the homogeneous differential equations 
 
   1 3/

5 3
X X

 
  
 

 

on the interval (  , ) 
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Solution:  
 
Since    

2 22/
1 12 22

t te e
X X

t te e

         
       

 

Further 
2 2 21 3 3

1 5 3 2 2 25 3

t t te e e
AX

t t te e e

                        
 

  

or  
22 /

1 122

te
AX X

te

   
 

 
  

Similarly  

    
6 63 1 8 /

2 26 65 3 0 

t te e
X X

t te e

   
     
   
   

 

 

and   
6 6 61 3 3 3  15 

2 5 3 6 6 65 15  15 

t t te e e
AX

t t te e e

                   

 

 

or  
618 /

2 2630

te
AX X

te

 
  
 
 

 

 
Thus, the vectors 1X  and 2X  satisfy the homogeneous linear system 
 
     1 3/

5 3
X X

 
  
 

 

 
Hence, the given vecto rs are solu tions of the given hom ogeneous system of di fferential 
equations. 
 
Note that 
 
Much of the theory of the system s of n  linear first-order differential equations is similar 
to that of the linear nth -order differential equations. 
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Initial –Value Problem 
 
Let 0t  denote any point in some interval denoted by I  and   

( )1 1
( )2 2( ) ,   

( )

x to
x toX t Xo o

x tn o n






   
   
    
   
   
   

 
    

 ; 1, 2, ,i i n    are given constants. Then the problem  of solving the system  o f 
differential equations 

)()( tFXtA
dt

dX
  

Subject to the initial conditions  
0 0( )X t X    

is called an initial value problem on the interval I . 
 
Theorem:   Existence of a unique Solution  
 
Suppose that the entries of the m atrices ( )A t  and ( )F t  in the syste m of  diff erential 
equations    

)()( tFXtA
dt

dX
  

 being considered in the above m entioned initial value problem, are continuous functions 
on a common interval I  that contains the point 0t . Then there exist a uniqu e solution of 
the initial–value problem on the interval I .   
 
Superposition Principle  
 
Suppose that 1 2, , , nX X X  be a set of solution vectors of the homogenous system  

   ( )dX
A t X

dt
  

on an interval I . Then the principle of superposition states that linear combination  
 
   1 1 2 2 k kX c X c X c X     

; 1, 2, ,ic i k    being arbitrary constants, is also  a solution of the system  on the sam e 
interval I . 
 
Note that 
An immediate consequence of the principle of superposition is that a constant multiple of 
any solution vector of a hom ogenous system of first order differential equation is also a 
solution of the system. 
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Example 3 
 
Consider the following homogeneous system of differential equations 
 

/
1 0 1
1 1 0
2 0 1

X X

 
   
   

 

Also consider a solution vector 1X of the system that is given by 
 

1

cos
1 1cos sin
2 2

cos sin

t

X t t

t t

 
 
   
 
   

 

For any constant 1c  the vector 1 1X c X  is also a solution of the hom ogeneous system. 
To verify this we differentiae the vector X with respect to t  
 

   1 1

sin
1 1cos sin
2 2

cos sin

t

dX dX
c c t t

dt dt
t t

 
 
   
 
   

 

Also 

   1

cos1 0 1
1 11 1 0 cos sin
2 2

2 0 1 cos sin

t

AX c t t

t t

 
   
                

 

 

   1

sin
1 1cos sin
2 2

cos sin

t

AX c t t

t t

 
 
  
 
   

 

Thus, we have verified that:  

      
dX

AX
dt

  

Hence the vector 1 1c X is also a solution vector of the homogeneous system of differential 
equations. 
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Example 4 
 
Consider the following system considered in the previous example 4 
 

   /
1 0 1
1 1 0
2 0 1

X X

 
   
   

 

We know from the previous example that the vector 1X is a solution of the system 
 
  

   1

cos
1 1cos sin
2 2

cos sin

t

X t t

t t

 
 
   
 
   

 

If     

















0

0
X2

te   

Then    

















0

0
X 2

/ te  

and          2

0 01 0 1
1 1 0
2 0 1 0 0

t tAX e e

                             

 

Therefore   
   /

2 2AX X  

Hence the vector 2X  is a solution vector of the hom ogeneous system. We can verify that 
the following vector is also a solution of the homogeneous system.  
 
   1 1 2 2X c X c X   
 

or  1 2

cos 0
1 1cos sin
2 2

0cos sin

t

t

X c t t c e

t t

   
   
      
         
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Linear Dependence of Solution Vectors 
 
Let 1 2 3, , , , kX X X X  be a set of solution vectors, on an interval I, of the homogenous 
system of differential equations 

  
dX

AX
dt

  

We say that the set is linearly dependent on I if there exist constants 1 2 3, , , kc c c c  not 
all zero such that  
            

1 1 2 2( ) ( ) ( ) ( ) 0,      k kX t c X t c X t c X t t I        
Note that 
 

 Any two solution vectors  1X  and 2X  are linearly dependent if and only if one 
of the two vectors is a constant multiple of the other.  

 For 2k   if the set of  k solution vecto rs is linea rly dependent then we can 
express at least one of the solutio n vectors as a linear com bination of the 
remaining vectors. 

 
Linear Independence of Solution Vectors 
Suppose that 1 2, , , kX X X  is a set of  solution  vectors, o n an inte rval I, of  the 
homogenous system of differential equations 

  
dX

AX
dt

  

Then the se t of  solutio n vectors is  said to be linea rly ind ependent if  it is no t lin early 
dependent on the interval I .  This means that   

1 1 2 2( ) ( ) ( ) ( ) 0k kX t c X t c X t c X t      
only when each 0.ic   
   
Example 5  
Consider the following two column vectors 

  1 2
3

,   
t t

t t

e e
X X

e e





   
    
   
   

 

 

Since   1 23  
,    

 

t t

t t

e edX dX

dt dte e





   
    
      

 

 

and  12 3 3 6 3 3
1 2 3 2

t t t t

t t t t

e e e e dX

dte e e e

                             
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Similarly 

  22 3 2 3  
1 2 2  

t t t t

t t t t

e e e e dX

dte e e e

   

   

                             
  

Hence both the vectors 1X  and 2X are solutions of the homogeneous system 

  XX 











21
32/  

Now suppose that 1 2,  c c are any two arbitrary real constants such that 
 1 1 2 2 0c X c X   

or  1 2
3 1 0
1 1 0

t tc e c e
     

      
     

 

This means that  

   1 2

1 2

3 0

0

t t

t t

c e c e

c e c e





 

 
 

   
The only solution of these equations for the arbitrary constants 1c  and 2c  is 
    1 2 0c c   
Hence, the solution vectors 1X  and 2X  are linearly independent on ),(  . 
 
 
Example 6 
 
Again consider the same homogeneous system as considered in the previous example 

   XX 











21
32/  

We have already seen that the vectors 1 2,  X X  i.e. 

   1 2
3

,   
t t

t t

e e
X X

e e





   
    
   
   

 

are solutions of the homogeneous system. We can verify that the following vector 3X   

    3
cosh

cosh

te tX
t

    
 

 

is also a solution of the hom ogeneous system  However, the set of  solutions that consists 
of 1 2,  X X   and 3X  is linearly dependent because 3X  is a lin ear com bination of  the 
other two vectors 

    213 2
1

2
1

XXX   
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Exercise  
 
Write the given system in matrix form. 

1. 1 tzyx
dt

dx
 

2

32

2

2





ttzyx
dt

dz

tzyx
dt

dy

 

2. 3 4 sin 2tdx
x y e t

dt
     

5 9 4 cos 2tdx
x y e t

dt
    

3. 3 4 9dx
x y z

dt
     

6

10 4 3

dy
x y

dt
dz

x y z
dt

 

  
 

4. 3 4 sin 2tdx
x y e t

dt
     

5 9 4 cos 2tdy
x y e t

dt
    

Write the given system without of use of matrices 

5. / 5 2
7 5 9 0 8
4 1 1 2 0
0 2 3 1 3

t tX X e e
     

            
          

 

6. 43 7 4 4
sin

1 1 8 2 1
tx x td

t e
y y tdt

          
                    

 

7. 
1 1 2 1 3
3 4 1 2 1
2 5 6 2 1

t
x x

d
y y e t

dt
z z


         

                      
                  

 

Verify that the vector X is the solution of the given system 

8. yx
dt

dx 52   

yx
dt

dx 42  , 
5 cos

3cos sin
tt

X e
t t

 
   
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9. XX 










01
12/ , 

1 4
3 4

t tX e te
   

       
 

10. 
1 2 1 1
6 1 0 ;   6
1 2 1 13

dX
X X

dt

   
        
         
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Lecture 27 
Matrices and Systems of 

Linear 1st-Order Equations (Continued) 
 

 
Theorem: A necessary and sufficient condition that the set of solutions, on an interval I., 
consisting of the vectors 

    

11 12 1

21 21 2
1 2

1 2

, , . . . ,

n

n
n

n n nn

x x x

x x x
X X X

x x x

     
     
       
     
          
     

  
 

of the homogenous system /X AX  to be linearly independent is that the Wronskian of 
these solutions is non-zero for every t I . Thus 

11 12 1

21 22 2
1 2

1 2

( , ,. . . , ) 0,   

n

n
n

n n nn

x x x

x x x
W X X X t I

x x x

   




   


 

    
Note that 
 

 It can be shown that if 1 2, ,..., nX X X are solution vectors of  the system, then 
either  

   1 2( , ,. . . , ) 0,  nW X X X t I    
             or    1 2( , ,. . . , ) 0,  nW X X X t I    

Thus if we can show that 0W  for some 0t I , then 0,  W t I    and hence 
the solutions are linearly independent on I  
 

 Unlike our previous definition of the Wronskian, the determinant does not involve 
any differentiation.   

 
Example 1 
  
As verified earlier that the vectors 

   2 6
1 2

1 3
,    

1 5
t tX e X e   

       
   

are solutions of the following homogeneous system. 
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   1 3/
5 3

X X
 

  
 

 

Clearly, 1X  and 2X  are linearly independent on ( , )   as n either of  th e vecto rs is a 
constant multiple of the other.  W e now com pute Wronskian of the solution vec tors 1X  
and 2X . 

2 6
4

1 2 2 6
3

( , ) 8 0,   ( , )
5

t t
t

t t

e e
W X X e t

e e




      


  

 
Fundamental set of solution  
 
Suppose that  1 2, ,.. . , nX X X  is a  se t o f n  solution vectors, on an interval I , of a 

homogenous system /X AX . The set is said to be a funda mental set of solutions of the 
system on the interval I if the solution vectors 1 2, ,.. . , nX X X are linearly independent. 
 
Theorem: Existence of a Fundamental Set  
There exist a funda mental set of solution for the hom ogenous system /X AX  on an 
interval I  
 
General solution 
Suppose that 1 2, ,.. . , nX X X  is a fundamental set of solution of the homogenous system  

/X AX  on an interval I . Then any linear com bination of the solution vectors 
1 2, ,.. . , nX X X  of the form 

 
   1 1 2 2 n nX c X c X c X     
 

; 1, 2, ,ic i n   being arbitrary constants is said to be the general solution of the system  
on the interval I . 
 
Note that  
For appropriate choices of the arbitrary constants  1 2, ,. . . , nc c c  any solution, on the  

interval I, of the homogeneous system /X AX  can be obtained from  the general 
solution. 
 
Example 2 
As discussed in the Example 1, the following vectors are linearly independent solutions 

   2 6
1 2

1 3
,   

1 5
t tX e X e   

       
  

 of the following homogeneous system of differential equations on ),(   
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XX 









35
31/  

 
Hence 1X  and 2X  form a fundam ental set of solution of the system on the 
interval ),(  .  Hence, the general solution of the system on ),(   is   
 

   2 6
1 1 2 2 1 2

1 3
1 5

t tX c X c X c e c e   
         

 

Example 3 
 
Consider the vectors 1 2,  X X  and 3X  these vectors are given by  
 

 1 2 3

cos sin0
1 1 1 1cos sin ,  1 ,  sin cos
2 2 2 2

0cos sin sin cos

t

t t

X t t X e X t t

t t t t

   
    
               

          

 

It has been verified in the last lectu re that th e vectors 1X and 2X  are solu tions of  the 
homogeneous system  

   /
1 0 1
1 1 0
2 0 1

X X

 
   
   

 

It can be easily veri fied that th e vector 3X  is also  a solution of the system. W e now 
compute the Wronskian of the solution vectors 1 2,  X X  and 3X  

tttt

ttett

tt

XXXW t

cossin0sincos

cos
2
1sin

2
1sin

2
1cos

2
1

sin0cos
),,( 321



  

Expand from 2nd column 
 

or   1 2 3
cos sin

( , , )
cos sin sin cos

t t t
W X X X e

t t t t


   
 

or   1 2 3( , , ) 0,    tW X X X e t R     
 Thus, we conclude that 1 2,  X X and 3X  form a fundamental set of solution on ( , )  . 
Hence, the general solution of the system on ( , )  is  
     1 1 2 2 3 3X c X c X c X    
or     
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1 2 3

cos sin0
1 1 1 1cos sin 1 sin cos
2 2 2 2

0cos sin sin cos

t

t t

X c t t c e c t t

t t t t

   
    
               

          
 

Non-homogeneous Systems 
 
As stated earlier in this lecture that a system of differential equations such as 

   ( ) ( )dX
A t X F t

dt
   

is non-homogeneous if ( ) 0,  F t t  . The general solution of such a system consists of a 
complementary function and a particular integral.  
 
Particular Integral 
A particular solution, on an interval I , of a non-hom ogeneous system is any vector pX  
free of arbitrary param eters, whose entries ar e functions that satisfy each equation of the 
system.     
 
Example 4 
 
Show that the vector                                                 

 
3 4
5 6p

t
X

t

 
    

 

is a particular solution of the following non-homogeneous system on the interval (- ),  

                        
1 3 12 11
5 3 3

t
X X

           
 

Solution: 
Differentiating the given vector with respect to t , we obtain 

  
3
5pX

     
 

Further 

  
1 3 12 11 1 3 3 4 12 11
5 3 3 5 3 5 6 3p

t t t
X

t

           
                       

   

or  
 1 3 12 11 12 113 4 3( 5 6)

5 3 3 35(3 4) 3( 5 6)p
t tt t

X
t t

           
                  

 

or  
1 3 12 11 12 14 12 11
5 3 3 2 3p

t t t
X

          
                  

 



Advanced Differential Equations (MTH701)  VU 
 

265 
© Copyright Virtual University of Pakistan 

or  '1 3 12 11 3
5 3 3 5p P

t
X X

     
             

 

Thus the given vector pX  satisfies the non-homogeneous system  of differential 

equations. Hence, the given vector pX is a particular solutio n of the non-hom ogeneous 
system. 
 
Theorem 
 
Let 1 2, ,. . . , kX X X be a set of solution vectors of the hom ogenous system 'X AX on 
an interval I and le t pX be any solution vector of  the non-hom ogenous system  

' ( )X AX F t   on the same interval I . Then  constants 1 2, , . . . , kc c c  such that 
  1 1 2 2 ...p k k pX c X c X c X X       
is also a solution of the non-homogenous system on the interval. 
 
Complementary function 
 
Let 1 2, , , nX X X be solution vectors of the homogenous system 'X AX on an 
interval I , then the general solution  
 

1 1 2 2 ... n nX c X c X c X     
 

of the homogeneous system  is called the com plementary function of the non-
homogeneous system ' ( )X AX F t   on the same interval I .  
 
General solution-Non homogenous systems 
 
Let pX be a particular integral and cX  the complementary function, on an interval I , of 
the non-homogenous system 

/ ( ) ( )X A t X F t  .  
The general solution of the non-homogenous system on the interval I  is defined to be  
 
  c pX X X   
Example 5 
 
In Example 4 it was verified that  
 

  
3 4
5 6p
t

X
t

 
    
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is a particular solution, on ( , )  , of the non-homogenous system  
     






















3
1112

35
31/ t

XX  

 
As we have seen earlier, the general soluti on of the associated hom ogeneous system i.e. 
the complementary function of the given non-homogeneous system is 

  2 6
1 2

1 3
1 5

t t
cX c e c e   
       

 

Hence the general solution, on ),(  , of the non-homogeneous system is 
 
   c pX X X   

  2 6
1 2

1 3 3 4
1 5 5 6

t t t
X c e c e

t
      

              
 

 
 
Fundamental Matrix 
 
Suppose that the a f undamental set of n  solution vectors of a hom ogeneous 

system /X AX , on an interval I , consists of the vectors 
 

11 12 1

21 22 2
1 2

1 2

, ,. . . ,

n

n
n

n n nn

x x x

x x x
X X X

x x x

     
     
       
     
     
     

  
 

 Then a fundamental matrix of the system on the interval I is given by 
 

  

11 12 1

21 22 2

1 2

( )

n

n

n n nn

x x x

x x x
t

x x x



 
 
 
 
  
 




   


 

 
Example 6 
 
As verified earlier, the following vectors 
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2
2

1 2

6
6

2 6

1
1

3 3
5 5

t
t

t

t
t

t

e
X e

e

e
X e

e






           
           

  

form a fundamental set of solutions of the system on ( , )   

   XX 









35
31/  

So that the general solution of the system is  
 

  2 6
1 2

1 3
1 5

t tX c e c e   
       

 

Hence, a fundamental matrix of the system on the interval is 

  
2 6

2 6
3

( )
5

t t

t t

e e
t

e e






 
 
  

 

Note that 
 The general solution of the system can be written as 

2 6
1

2 6 2

3

5

t t

t t

ce e
X

ce e





          
  

  Or     1 2( ) ,    C= trX t C c c  
 

 Since ( )X t C   is a solution of the system XtAX )(/  . Therefore 
   ( ) ( ) ( )t C A t t C    
 
Or    [ ( ) ( ) ( )] 0t A t t C     
Since the last equation is to hold for every t  in the interval I for every possible column 
matrix of constantsC , we must have  
   ( ) ( ) ( ) 0t A t t         
Or   ( ) ( ) ( )t A t t    
 
Note that 

 The funda mental m atrix )(t  of a hom ogenous system  XtAX )(/  is non-
singular because the determ inant det( ( ))t  coincides with the W ronskian of the 
solution vectors of the system  and linea r independence of the solution vectors 
guarantees thatdet( ( )) 0t  .  
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 Let ) (t  be a fundam ental matrix of the hom ogenous system XtAX )(/   on an 
interval I . Then, in view of the above m entioned observation, the inverse of the  
matrix ) (1 t exists for every value of t  in the interval I . 

 
 
 
Exercise 
 
  
The given vectors are the solutions of a system AXX  .  Determine whether the vectors 
form a fundamental set on    , . 
 

1. 1 2
1 2 8

,
1 6 8

t t tX e X e te
     

             
 

2. 4 3
1 2 3

1 1 2
, ,   6 2 3

13 1 2

t tX X e X e
     
            
            

 

3. 
2 1 1 1 1

;   
3 4 7 1 1

t t t
pX X e X e te

                        
 

 
 
Verify that vector pX is a particular solution of the given systems 
 

4. 4 2 7,   3 2 4 18dx dy
x y t x y t

dt dt
         

2 5
1 1pX t

   
       

 

5. ;
2
5

11
12/




















 XX  1
3pX

 
  
 

 

6. 
11 2 3

4 2 0  4sin 3
6 1 0  3

X X t

  
        

      

; 
sin 3
  0
cos 3

p

t

X

t

 
 
 
 
 

 

7. 2 6
1 2

1 1
,   

1 1
t tX e X e    

       
 

8. 1 2 3

1 1 1 3 2
2 2 ,   2 ,   6 4
4 2 4 12 4

X t X X t

         
                         
         
         
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9. Prove that the general solution of the homogeneous system  
 

  XX

















011
101
060

/  

      on the interval ),(   is  

2 3
1 2 3

6 3 2
1 1 1
5 1 1

t t tX c e c e c e 
     

             
          
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   Lecture 28  
Homogeneous Linear Systems 

 
Most of the theory developed for a single linear differential equation can be extended to a 
system of s uch differential equations. The extension is not entirely obvious. However, 
using the notation and some ideas of matrix algebra discussed in a pr evious lecture most 
effectively carry it out. Theref ore, in the pres ent and in th e next le cture we will lea rn to 
solve the homogeneous linear sy stems of linear differential equations with r eal constant 
coefficients.  
 
Example 1 
Consider the homogeneous system of differential equations 

  
3

5 3

dx
x y

dt
dy

x y
dt

 

 
 

In matrix form the system can be written as  

  
/ 1 3
/ 5 3

dx dt x

dy dt y

     
     

     
 

If we suppose that  

  
x

X
y

 
  
 

 

Then the system can again be re-written as  
 

  
1 3
5 3

X X
    
 

 

Now suppose that 1X  and 2X  denote the vectors 

  
2 6

1 22 6
   3

,   
 5

t t

t t

e e
X X

e e





   
    
      

 

Then  

  
2 6

1 22 6
2 18 

,   
    2 30 

t t

t t

e e
X X

e e





   
     
   
   

 

Now  
2 2 2

1 2 2 2
1 3 3
5 3  5 3

t t t

t t t

e e e
AX

e e e

  

  

                   
 

or  
2

1 12
2

2

t

t

e
AX X

e





 
   
 
 
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Similarly 
6 6 6

2 6 6 6
1 3 3 3 15
5 3 5 15 15

t t t

t t t

e e e
AX

e e e

                   
 

 

or  
6

2 26
18 

30 

t

t

e
AX X

e

 
   
 
 

 

Hence, 1X  and 2X  are solutions of the hom ogeneous system  of differential 
equations AXX / .  Further 

    
2 6

4
1 2 2 6

3
( , ) 8 ,  

5

t t
t

t t

e e
W X X e o t R

e e




    


    

 
Thus, the solutions vectors 1X  and 2X  are linearly independent. Hence, these vectors 
form a fundam ental set of solutions on ),(  . Theref ore, th e gen eral solu tion of  the  
system on ),(   is  
 
  1 1 2 2    X c X c X   
 

     2 6
1 2

1 3
1 5

t tX c e c e   
       

 

Note that  
 

 Each of the solution vectors 1X  and 2X  are of the form  

     1

2
tk

X e
k

 
  
 

 

 W here 1k and 2k are constants. 
 The question arises wh ether we can alwa ys find a solution of the homogeneous 

system X AX  , A  is n n  matrix of constants, of the form  
 

   

1

2 t t

n

k

k
X e Ke

k

 

 
 
  
 
  
 


 

 for the homogenous linear 1st order system.  
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Eigenvalues and Eigenvectors  
 
Suppose that  

   

1

2 t t

n

k

k
X e Ke

k

 

 
 
  
 
  
 


 

is a solution of the system  

   
dX

AX
dt

  

where A  is an n n  matrix of constants then  

     tdX
K e

dt
  

Substituting this last equation in the homogeneous system X AX  , we have  
    t tK e AKe AK K       
 
or   (   ) 0A I K   
This represents a system  of linear algebraic equ ations. The linear 1 st order hom ogenous 
system of differential equations   

   
dX

AX
dt

  

has a non-trivial solution X  if there exist a non-trivial solution K  of the system  of 
algebraic equations  

   0)det(  IA   
This equa tion is called  chara cteristic equ ation of  the m atrix A  and represents an nth  
degree polynomial in . 
 
Case 1         Distinct real eigenvalues 
 
Suppose that the coef ficient m atrix A  in the hom ogeneous system  of differential 
equations 

      
dX

AX
dt

  

has n  distinct eigenvalues 1 2 3, , ,. . . , n     and 1 2, , , nK K K  be the corresponding 
eigenvectors. Then the general solution of the system on ),(   is given by  
 

   31 21 1 2 2 3 3 ... . . . ntt t t
n nX c k e c k e c k e c k e

        
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Example 2 
 
Solve the following homogeneous system of differential equations 

   
2 3

2

dx
x y

dt
dy

x y
dt

 

 
 

Solution 
 
The given system can be written in the matrix form as  

   
2 3
2 1

dx
xdt

dy y

dt

 
     

     
      
 

 

Therefore, the coefficient matrix  

    
2 3
2 1

A
 

  
 

 

Now we find the eigenvalues and eigenvectors of the coefficient A . The characteristics 
equation is  

   
2 3

det( )
2 1

A I






 


  

   2det( ) 3 4A I       
Therefore, the characteristic equation is 

     2det( ) 0 3 4A I        
or      ( 1)( 4) 0 1,  4         
Therefore, roots of the characteris tic equa tion are real and distin ct and so are the 
eigenvalues. 
 
For 1   , we have 

    1

2

2 1 3
( )

2 1 1
k

A I K
k


   

       
  

or     1 2

1 2

3 3
( )

2 2
k k

A I K
k k


 

    
  

Hence       1 2

1 2

3 3 0
( ) 0

2 2 0
k k

A I K
k k


 

     
 

     
These two equations are no different and represent the equation 
 
       1 2 1 20k k k k          
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Thus we can choose value of the constant 2k  arbitrarily. If we choose 2 1k    then 

1 1k  . Hence the corresponding eigenvector is  

  










1

1
1K   

For   4   we have  

  1

2

2 4 3
( )

2 1 4
k

A I K
k


   

       
  

or  1 2

1 2

2 3
( )

2 3
k k

A I K
k k


  

    
  

Hence   1 2

1 2

2 3 0
( ) 0

2 3   0
k k

A I K
k k


  

     
 

     
Again the above two equations are not different and represent the equation 

  2
1 2 1

3
2 3 0

2
k

k k k      

Again, the constan t 2k  can be chosen arbitrarily. Let us choose 2 2k   then 1 3k  . 
Thus the corresponding eigenvector is  

  2
3
2

K
 

  
 

  

Therefore, we obtain two linearly independent solution vectors of the given homogeneous 
system. 
 

  4
1 2

1 3
,   X

1 2
t tX e e   

       
  

Hence the general solution of the system is the following  
  1 1 2 2X c X c X   

or    4
1 2

1 3
1 2

t tX c e c e   
       

 

or  
4

1 2
4

1 2

3( )
( ) 2

t t

t t

c e c ex t

y t c e c e





           
 

This means that the solution of the system is 

  
4

1 2
4

1 2

( ) 3

( ) 2

t t

t t

x t c e c e

y t c e c e





 

  
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Example 3 
 
Solve the homogeneous system 

    

zy
dt

dz

zyx
dt

dy

zyx
dt

dx

3

5

4







  

Solution:  
 
The given system can be written as 
 

     
/ 4 1 1
/ 1 5 1
/ 0 1 3

dx dt x

dy dt y

dz dt z

     
           
          

 

Therefore the coefficient matrix of the system of differential equations is 

     
4 1 1

1 5 1
0 1 3

A

 
   
  

 

Therefore      
4 1 1
1 5 1
0 1 3

A I


 



  
     
   

 

Thus the characteristic equation is 

         
4 1 1

det( ) 1 5 1 0
0 1 3

A I


 



 
    

 
 

Expanding the determinant using cofactors of third row, we obtain 
  
    0)5)(4)(3(    
       3,  4 ,  5     
Thus the ch aracteristic equation has real and  distinct roots and so are the eigenvalues of 
the coefficient m atrix A . To find the eigenvectors corresponding to these com puted 
eigenvalues, we need t o solve the following system of linear algeb raic equations  for  

1 2,k k  and 3k  when 3,  4 ,  5    , successively.   

    
1

2

3

4 1 1 0
det( ) 0 1 5 1 0

0 1 3 0

k

A I K k

k


 



      
             

         
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For solving this system  we use Gauss-Jor don elim ination technique, which consists of 
reducing the augmented matrix to th e reduced echelon form by applying the elem entary 
row operations. The augmented matrix of the system of linear algebraic equations is  

    
4 1 1 0
1 5 1 0
0 1 3 0






  
   
   

  

For 3 , the augmented matrix becomes: 

    
1 1   1 0

1 8 1 0
0 1   00

 
  
 
 

  

Appling the row operation 12R , 2 1R R , 23R , 3 29R R , 1 28R R  in success ion 
reduces the augmented matrix in the reduced echelon form. 

                                














 

0000
0010
0101

  

So that we have the following equivalent system   

      















































 

0
0
0

000
010
101

3

2

1

k

k

k

 

 
or     1 3,k k  2 0k    
Therefore, the constant 3k  can be chosen arbitrarily. If we choose 3 1k  , then 1 1k  , So 
that the corresponding eigenvector is 

    1

1
0
1

K

 
   
 
 

    

For 42  , the augmented matrix becomes 

  
0 1 1 0

((   4 ) |  0) 1 9 1 0
0 1 1 0

A I

 
    
 
 

  

We apply elem entary row  operation s to transf orm the m atrix to the f ollowing reduc ed 
echelon form: 

              














 

0000
0110
01001

 

 
Thus    1 3 2 310 ,  k k k k    
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Again 3k  can be chosen arbitrarily, therefore choosing 3 1k   we get 1 210,  1k k    
Hence, the second eigenvector is 
 

      2

10
1

1
K

 
   
 
 

    

Finally, when 53   the augmented matrix becomes  

 

  
9 1 1 0

((A - 5  I)  |  0)  =   1 0 1 0
0 1 8 0

 
  
  

  

The application of the elementary row operation transforms the augmented matrix to the 
reduced echelon form 

     


















0000
0810
0101

  

 
Thus      1 3 2 3,   8k k k k    
 
If we choose 3 1k  , then 1 1k   and 2 8k  . Thus the eigenvector corresponding to 

53   is     

     3

1
8
1

K

 
   
 
 

    

Thus we obtain three linearly independent solution vectors  
 

  3 4 5
1 2 3

1 10 1
= 0 ,  1 ,  8

1 1 1

t t tX e X e X e 
     
            
     
     

   

  
Hence, the general solution of the given homogeneous system is  
 

  3 4 5
1 2 3

1 10 1
0 1 8
1 1 1

t t tX c e c e c e 
     
             
     
     
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Case 2      Complex eigenvalues 
 
Suppose that the coef ficient m atrix A  in the hom ogeneous system  of differential 
equations 

      
dX

AX
dt

  

has complex eigenvalues.  This means that roots of the characteristic equation   
   det( ) 0A I   

are imaginary.  
 
Theorem:   Solutions corresponding to complex eigenvalues  
 
Suppose that K is an eigenvector corresponding to the complex eigenvalue  
 

   1 ;    ,i R            
of the coefficient matrix A with real entries, then the vectors 1X  and 2X given by 

   11 1 21 1,    t t
X K e X K e

       
are solution of the homogeneous system. 

   
dX

AX
dt

  

Example 4 
 
Consider the following homogeneous system of differential equations 

     
6

5 4

dx
x y

dt
dy

x y
dt

 

 
 

The system can be written as 

or    
/ 6 1
/ 5 4

dx dt x

dy dt y

     
     

     
  

Therefore the coefficient matrix of the system is 

    
6 1
5 4

A
 

  
 

 

So that the characteristic equation is 

   
6 1

det( ) 0
5 4

A I





 
  


   

or              2(6 )(4 ) 5 0 10 29           
Now using the quadratic formula we have  

    1 25 2 ,   5 2i i      
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For, 1 5 2i   , we must solve the system of linear algebraic equations  
 

   1 2
1 2

1 2

(1 2 ) 0
(1 2 ) 0

5 (1 2 ) 0
i k k

i k k
k i k

   
      

  

 
or    2 1(1 2 )k i k   
Therefore, it follows that after we choose 1 1k   then 2 1 2 .k i   So that one 
eigenvector is given by 
 

    1
1

1 2
K

i

 
   

   

Similarly for 2 5 2i    we must solve the system of linear algebraic equations 
 

    1 2
1 2

1 2

(1 2 ) 0
(1 2 ) 0

5 (1 2 ) 0
i k k

i k k
k i k

   
      

 

 
or    2 1(1 2 )k i k   
Therefore, it follows that after we choose 1 1k   then 2 1 2 .k i   So that secon d 
eigenvector is given by 
 

   2
1

1 2
K

i

 
   

 

Consequently, two solution of the homogeneous system are  
  

   1 2
1 1(5 2 ) (5 2 ),   =  

1 2 1 2
i t i tX e X e

i i

            
   

By the superposition principle another solution of the system is  
 

   (5 2 )
1 2

1 1(5 2 )
1 2 1 2

i ti tX c e c e
i i

           
 

Note that  
 
The entrie s in 2K  corresponding to  2 are the co njugates of the entries  in 1K  
corresponding to  1. Further, 2  is conjugate of 1 . Therefore, we can write this as  

   112 2,    K K      
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Theorem Real solutions corresponding to a complex eigenvalue 
 
Suppose that  
 

  i1  is a complex eigenvalue of the matrix A  in the system 

          
dX

AX
dt

  

 1K is an eigenvector corresponding to the eigen value 1  
 

 1 11 1 1 2 1 1
1 ( ) Re( ), ( ) Im( )
2 2

i
B K K K B K K K           

 
Then two linearly independent solutions of the system on ( , )   are given by 

   

1 1 2

2 2 1

( cos sin )

( cos sin )

t

t

X B t B t e

X B t B t e




 

 

 

 
  

     
Example 5 
 
Solve the system 

   XX 










21

82/  

The coefficient matrix of the system is 












21

82
A   

Therefore  

   
2 8

1 2
A I





 

      
 

Thus, the characteristic equation is     
2 8

det( ) 0
1 2

A I






  

  
 

2(2 )(2 ) 8 0 4          

Thus the Eigenvalues are of the coefficient matrix are 1 2i  and 12 2i    . 
For 1  we see that the system of linear algebraic equations ( ) 0A I K   

   1 2

1 2

(2 2 ) 8 0
(2 2 )  0
i k k

k i k

  
   

 

Solving these equations, we obtain 
      1 2(2 2 )k i k    
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Choosing 2 1k    gives 1 2(2 2 )k i k  . Thus the corresponding eigenvector is 

    1
2 2 2 2

1 1 0
i

K i
     

             
   

So that    1 1 2 1
2 2

Re( ) , Im( )
1 0

B K B K
   

         
  

Since 0  , the general solution of the given system of differential equations is 

1 2
2 2 2 2

cos 2 sin 2 cos 2 sin 2
1 0 0 1

X c t t c t t
          

                        
 

     1 2
2 cos 2 2 sin 2 2 cos 2 2 sin 2

cos 2 sin 2
t t t t

X c c
t t

    
        

 

Example 6 
Solve the following system of differential equations 

/ 1 2
1/ 2 1

X X
 

   
 

Solution:  
The coefficient matrix of the given system is 

   
1 2
1/ 2 1

A
 

   
 

Thus      
1 2

1/ 2 1
A I





 

     
 

 So that the characteristic equation is 

        1 2
det( ) 0

1 / 2 1
A I







  
 

 

or          2 2 2 0     
Therefore, by the quadratic formula we obtain 
      2 4 8 / 2     

Thus the eigenvalues of the coefficient matrix are   
   11 21 ,  1i i        

Now an eigenvector associated with the eigenvalue 1  is  

   1
2 2 0

0 1
K i

i

     
       
     

 

From     1 2
2 0

,   
0 1

B B
   

    
   

   

So that we have the following two linearly independent solutions of the system 
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  1 2
2 0 0 2

cos sin ,   cos sin
0 1 1 0

t tX t t e X t t e
          

             
          

   

Hence, the general solution of the system is  

  1 2
2 0 0 2

cos sin cos sin
0 1 1 0

t tX c t t e c t t e
          

             
          

 

or  1 2
2 cos 2 sin

sin cos
t tt t

X c e c e
t t

   
       

 

 
Exercise 
 
Find the general solution of the given system 

1. yx
dt

dx 2  

yx
dt

dy 34   

2. yx
dt

dx 9
2
1

  

yx
dt

dy 2
2
1

  

3. XX 











13
26

 

4. y
dt

dx 2  

x
dt

dy 8  

5. XX

















101
010
101

 

6. yx
dt

dx 96   

yx
dt

dy 25   

7. yx
dt

dx
  

yx
dt

dy
 2  
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8. yx
dt

dx 54   

yx
dt

dy 62   

9. XX 











45
54

 

10. XX 











31
81
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    Lecture 29 
     Real and Repeated Eigenvalues 
In the prev ious lectu re we tried to learn how to solve a system  of linear differential  
equations having a coefficient m atrix that ha s real dis tinct and co mplex eigenvalues. In 
this lecture, we consider the systems  

  AXX    

in which so me of  the n  eigenvalue n ,,,, 321   of the  nn   coefficient matrix 
A  are repeated.  

Eigenvalue of multiplicity m  

Suppose that m is a positive integer and  m1  is a factor of the characteris tic 
equation 
  0)det(  IA   

Further, suppose that   1
1

 m is not a factor of the characteristic equ ation. Then the 
number 1  is said to be an eigenvalue of the coefficient matrix of multiplicity m . 

Method of solution: 

Consider the following system of  n  linear differential equations in n unknowns 

  AXX   
Suppose that the coefficient matrix has an eigenvalue of multiplicity of m . There are two 
possibilities of the existence of the eige nvectors corresponding to this repeated 
eigenvalue: 

 For the nn  coefficient matrix A , it may be possible to find m linearly 
independent eigenvectors mKKK ,,2,1   corresponding to the eigenvalue 1 of 
multiplicity nm  . In this cas e the general solution of the system contains th e 
linear combination 

  tenKncteKcteKc 111 2211
    

 If there is only one eigenvector corresponding to th e eigenvalu e 1  of 
multiplicity m , then m linearly independent solutions of the form  

 

   

1

1 1

1 1 1

1 11

2 21 22

1 2

1 2

  

1 ! 2 !

t

t t

m m
t t t

m m m mm

X K e

X K e K e

t t
X K e K e K e

m m



 

  
 



 

   
 





  

where the column vectors ijK  can always be found. 
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Eigenvalue of Multiplicity Two 
 
We begin by considering the syst ems of differential equations AXX   in whic h the 
coefficient m atrix A  has an eig envalue 1  of m ultiplicity two. Then th ere ar e tw o 
possibilities;  
 

 Whether we can find two linearly inde pendent eigenvectors corresponding to 
eigenvalue 1  or  

 We cannot find two linearly indepe ndent eigenvector s corresponding to 
eigenvalue 1 . 
 

The case of the possibility of us being able to find two linearly independent eigenvectors 
2,1 KK  corresponding to the eigenvalue 1  is clear.  In  this case the g eneral solution of 

the system contains the linear combination 
 1 1

1 1 2 2
t tc K te c K e   

Therefore, we suppose that there is only one eigenvector 1K  associated with this 
eigenvalue and hence only one solution vector 1X . Then, a second solution can be found 
of the following form: 
 

 tPetKteX 112
   

In this expression for a second solution, K  and P  are column vectors   
  

 









































np

p

p

P

nk

k

k

K

2
1

    ,2
1

 

We substitute the expression for 2X  into the system AXX  and simplify to obtain 
 
    1 1

1 1  0t tAK K t e AP P K e        
Since this last equation is to hold for all values of t , we must have: 
 
     KPIλAKIλA  1     ,01       
First equation does not tell anything new and si mply states that K must be an eigenvector 
of the coefficient m atrix A  associated with the eig envalue 1 . Therefore, by solving this 
equation we find one solution 
 
   1

1
tX Ke   

To find the second solution 2X , we on ly need to so lve, for the vector P , the additional 
system  
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     KPIλA   1   
       

First we solve a hom ogeneous system of diffe rential equations having coefficient matrix 
for which we can find two distinct eigenvectors corresponding to a double eigenvalue and 
then in the second example we consider the case when cannot find two eigenvectors. 

 
Example 1 
 
Find general solution of the following system of linear differential equations 

  XX
















92

183
 

Solution: 
The coefficient matrix of the system is 
 

  
















92

183
A  

Thus  










92

183
)det( IA  

Therefore, the characteristic equation of the coefficient matrix A is 

  










92

183
0)det( IA  

or  036)9)(3(    

or     3 ,3023         

Therefore, the coefficient matrix A  of the given system has an eigenvalue of multiplicity 
two. This means that 

    321    

 Now  1

2

3 18 0
( ) 0

2 9 0
k

A I K
k





      

            
 

For 3 , this system of linear algebraic equations becomes 

                                   



















































062

0186

0

0

62

186

21

21

2

1

kk

kk

k

k
 

However 
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  03
062

0186
21

21

21











kk

kk

kk
   

Thus      21 3kk      
This m eans that the value of the constant 2k  can be chosen arbitrarily. If we  choose  

12 k , we find the following single eigenvector for the eigenvalue 3 . 

  









1
3

K  

The corresponding one solution of the system of differential equations is given by  

  teX 3
1
3

1










       

But since w e are inte rested in f orming the general so lution of  the system , we need to 
pursue the question of finding a second solu tion. W e identify the column vectors K  
and P  as: 

   


















2
1   ,

1
3

p

p
PK  

Then                    
































1
3

2
1

62

186
3

p

p
KPIA   

Therefore, we need to solve the following system of linear algebraic equations to find P  

   162
162
3186

21
21

21 







pp
pp

pp
 

or      2 1(1 2 ) / 6p p    

Therefore, the num ber 1p  can be chos en arb itrarily. So we have an infinite num ber of 
choices for 1p and 2p . However, if we choose 11 p , we find 6/12 p . Sim ilarly, if 

we choose the value  of 2/11p  then 02 p .  Hence the column vector P  is given by 

        















0
2
1

P  

Consequently, the second solution is given by 

      tetetX  3
0

 3  
1
3

2
1

2

























  

Hence the general solution of the given system of linear differential equations is then 



Advanced Differential Equations (MTH701)  VU 
 

288 
© Copyright Virtual University of Pakistan 

        2211 XcXcX   

        















































  tetectecX t 3

01
33

1
3

2
1

3
21  

Example 2 
Solve the homogeneous system  

  

 XX






















122
212

221
 

Solution:  
The coefficient matrix of the system is: 

  
1 2 2
2 1 2

2 2 1
A

 
    
  

 

To write the characteristic we find the expansion of the determinant: 

                   
1 2 2

det 2 1 2
2 2 1

A I


 



 
    

 
 

The value of the determinant is 

                    2 3det 5 9 3A I         

Therefore, the characteristic equation is 

 2 35 9 3 0       

or     051 2    

or 1,  1,  5     

Therefore, the eigenvalues of the coefficient matrix A  are   

 31 2 1,  5       

Clearly 1  is a double root of the coefficient matrix A .  
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Now 
1

2

3

1 2 2 0
( ) 0 2 1 2 0

2 2 1 0

k

A I K k

k


 



      
              

         

  

For 11  , this system of the algebraic equations become 

 
1

2

3

02 2 2
2 2 2 0

2 2 2 0

k

k

k

     
          

        

 

The augmented matrix of the system is 

                 
2 2 2 0

I 0 2 2 2 0
2 2 2 0

A

 
     
  

 

By applying the Gauss-Jordon m ethod, the augmented m atrix redu ces to the reduced 
echelon form 

              
1 1 1 0
0 0 0 0
0 0 0 0

 
 
 
 
 

 

Thus 1 2 3 1 2 30k k k k k k        

By choosing 12 k  and 03 k  in ,321 kkk  we obtain 11 k  and so one 
eigenvector is 

   

















0
1
1

1K  

But the choice 1 ,1 32  kk  implies 01 k . Hence, a second eigenvector is given by  

   

















1
1
0

2K  

Since neither eigenvector is a c onstant m ultiple of  th e other, we have found, 
corresponding to the same eigenvalue, two linearly independent solutions 
 

 1 2

1 0
1 ,   1
0 1

t tX e X e 
   
       
   
   
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Last for 53   we obtain the system of algebraic equations 

 

1

2

3

04 2 2
2 4 2 0

2 2 4 0

k

k

k

      
           

         
 

The augmented matrix of the algebraic system is 

                 
4 2 2 0

5I 0 2 4 2 0
2 2 4 0

A

  
      
   

 

By the elementary  row operation w e can transform the augmented matrix to the red uced 
echelon form 

 
1 0 1 0
0 1 1 0
0 0 0 0

 
 
 
 
 

 

or 1 3 2 3,  k k k k     

Picking 13 k , we obtain ,11 k 12 k . Thus a third eigenvector is the following 

 
















1

1
1

3K  

Hence, we conclude that the general solution of the system is 

                                    1 2 3
5

1 0 1
1 1 1
0 1 1

t t tX c e c e c e 
     
             
     
     

 

Eigenvalues of Multiplicity Three 

When a matrix A  has only one eigenvector associated w ith an eigenvalue 1λ of 
multiplicity three of  the  coef ficient matrix A , we can find a second solution 2X  and a 
third solution 3X  of the following forms 

                                 2

1 1

1 1 1

2

3 2

t t

t t t

X Kte Pe

t
X K e Pte Qe

 

  

 

  
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The ,K P  and Q  are vectors given by    

 























nk

k

k

K
 

2

1

,    























np

p

p

P
 

2

1

   and   























nq

q

q

Q
 

2

1

 

By substituting 3X into the system ,AXX   we find the column vectors   , PK and Q  
must satisfy the equations 
     01  KIλA       

     KPIλA  1       

     PQIλA  1       
The solutions of first and second equations ca n be utilized in the formulation of the 
solution 1X  and 2X . 
 
Example  
Find the general solution of the following homogeneous system 

 XX

















400
140
014

 

Solution 
The coefficient matrix of the system is 

 
4 1 0
0 4 1
0 0 4

A

 
   
 
 

 

Then  
4 1 0

det 0 4 1
0 0 4

λ

A λI λ

λ


  


 

Therefore, the characteristic equation is 

  
4 1 0

det 0 0 4 1
0 0 4

λ

A λI λ

λ


   


 

Expanding the determinant in the last equation w.r.to the 3rd row to obtain 

     0
40

14
41 33 




 

λ

λ
λ  

sumaira.taj
Highlight
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or      4  4 4 0 0λ λ λ         

or  34 0 4,  4,  4λ      

Thus, 4λ  is an eigenvalue of the coefficient matrix A  of multiplicity three. For 4λ , 
we solve the following system of algebraic equations 

   0I  KλA   

or 






















































0
0
0

400
140
014

3

2

1

k

k

k

λ

λ

λ

 

or 

















































0
0
0

000
100
010

3

2

1

k

k

k

 

 

or 
0
0

0000
0100
0010

3

2

321

321

321



















k

k

kkk

kkk

kkk

 

Therefore, the value of 1k  is arbitrary.  If we choose 11 k , then the eigen vector K  is 

 

















0
0
1

K  

Hence the first solution vector 

 1
4

1
0
0

t tX Ke e
 
    
 
 

 

Now for the second solution we solve the system 

 KPIA  )(     

or 
1

2

3

10 1 0
0 0 1 0
0 0 0 0

p

p

p

    
         

        
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0
1
1

0000
0100
1010

3

2

1

321

321

321





















p

p
p

ppp

ppp

ppp

 

Hence, the vector P  is given by  

  

















0
1
1

P  

Therefore, a second solution is 

 2
ttX Kte Pe   

 4 4
2

1 1
0 1
0 0

t tX te e

   
       
   
   

 

 4
2

1 1
0 1
0 0

tX t e

    
         
        

 

Finally for the third solution we solve  

 PQIA  )(    

or 

















































0
1
1

000
100
010

3

2

1

q

q

q

 

or 
1 2 3 1

21 2 3

31 2 3

0 1 0 1 1
10 0 1 0
10 0 0 0

q q q q

qq q q

qq q q

   
    
    

 

Hence, the vector Q  is given by   

 

















1
1
1

Q  

 

Therefore, third solution vector is 

sumaira.taj
Highlight

sumaira.taj
Highlight
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2

3 2
t t tt

X K e Pte Qe      

  
2

4 4 4
3

1 1 1
0 1 1

2
0 0 1

t t tt
X e te e

     
            
     
     

 

 
2

4
3

1 1 1
0 1 1

2
0 0 1

tt
X t e

      
              
            

 

The general solution of the given system is 

 1 1 2 32 3X c X c X c X    

 

2

1 2
4 4 4

1 1 1 1 1 1
0 0 1 0 1 1

2
0 0 0 0 0 1

t t tt
X c e c t e t e

              
                                 

                            
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Exercise 
Find the general solution of the give systems 

1. yx
dt

dx 56   

yx
dt

dy 45   

2. yx
dt

dx 3  

yx
dt

dy 53   

3. zyx
dt

dx
 3  

zyx
dt

dy
  

zyx
dt

dz
  

4. XX














 


520
201
045

 

5. XX



















110
130
001

 

6. XX

















010
122

001
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          Lecture 30 
     Non-Homogeneous System 
Definition 
Consider the system of linear first order differential equations 

          

       

       

       

1
11 1 12 2 1 1

2
21 1 22 2 2 2

1 1 2 2

n n

n n

n
n n nn n n

dx
a t x a t x a t x f t

dt
dx

a t x a t x a t x f t
dt

dx
a t x a t x a t x f t

dt

    

   

    





    



 

where ija are coefficients and if are continuous on comm on interval I . The system  is 

said to be non-hom ogeneous when   0, 1, 2, ,if t i n    . Otherwise  it is called  a 
homogeneous system. 

Matrix Notation 
In the matrix notation we can write the above system of differential can be written as 

 

     
     

     

 
 

 

111 12 11 1

21 22 22 2 2

1 2

...

...

...

n

n

n nn n nn n

f ta t a t a tx x

a t a t a tx x f td

dt

x xa t a t a t f t

     
     
            
              

    
  

Or  tFAXX   

     

Method of Solution 
To find general solution of the non-hom ogeneous system of linear differential equations, 
we need to find: 

 The complementary function cX , which is general solu tion of the corresponding 
homogeneous system X AX  .        

 Any particu lar solu tion pX of the non-hom ogeneous system   tFAXX   
by the method of undetermined coefficients and the variation of parameters. 

The genera l solution  X of the system is then given by sum of the com plementary 
function and the particular solution. 
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   c pX X X   

Method of Undetermined Coefficients 
 
The form of ( )F t  
As mentioned earlier in the analogous case of a single nth order non-homogeneous linear 
differential equations. The entries in the matrix ( )F t  can have one of the following forms: 

 Constant functions.  
 Polynomial functions  
 Exponential functions  
 ) cos(  ), sin( xx    
 Finite sums and products of these functions. 
 

Otherwise, we cannot apply the m ethod of undetermined coefficients to  find a particular 
solution of the non-homogeneous system.  
 
Duplication of Terms 
 
The assumption for the particular solution pX  has to be based on the prior knowledge of 

the complementary function cX to avoid duplication of terms between cX  and pX . 
 
Example 1 

Solve the system on the interval  ,   

  
1 2 8
1 1 3

X X
            

 

Solution 

To find cX , we solve the following homogeneous system   

  
1 2
1 1

X X


 


 
 
 

 

We find the determinant 

   
1 2

det A I
1 1





 
 

 
 

       det A I 1 1 2         

    2 2det A I 1 2 1             

The characteristic equation is 

    2det A I 0 1      
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or  2 1 i       

So that the coefficient matrix of the system  has complex eigenvalues i1 and i2  
with 0 and 1   . 

To find the eigenvector corresponding to 1 , we must solve the system of linear algebraic 
equations 

  



























0
0

11
21

2

1

k

k

i

i
 

or 

  
 

 
1 2

1 2

1 2 0
1 0

i k k

k i k

   

   
 

Clearly, the second equation of the s ystem is  i1 times the first equation. So that bo th 
of the equations can be reduced to the following single equation  

     21 1 kik   

Thus, the value of 2k can be chosen arbitrarily.  Choosing ,12 k  we get ik 11 . 
Hence, the eigenvector corresponding to 1  is 

  
























 


0
1

1
1

1
1

1 i
i

K  

Now we form the matrices 1B  and 2B  

   1 1
1

Re
1

B k 
 
 
 

,   2 1
1

I m
0

B k


 
 
 
 

 

Then, we obtain the following two linearly independent solutions from: 
   1 1 2cos sin tX B t B t e    

  2 2 1( cos sin ) tX B t B t e    

Therefore  1
01 1

cos sin
1 0

tX t t e


 
    
    
    

 

  2
01 1

cos sin
0 1

tX t t e



    

    
    

 

or  1
cos sin cos sin
cos 0 cos

t t t t
X

t t

     
       
     

 

  2
cos sin cos sin
0 sin sin

t t t t
X

t t

       
       
     
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Thus the complementary function is given by   

  2111 XcXcX c   

or  1 2
cos sin cos sin

cos sinc
t t t t

X c c
t t

     
    

   
 

Now since  tF  is a constant vector, we assume a constant particular solution vector 

     1

1
p

a
X

b

 
  
 

 

Substituting this vector into the original system leads to 

   1

1

1 2 8
1 1 3p

a
X

b

               
 

Since    









0
0

pX  

Thus   1 1

1 1

20 8
0 3

a b

a b

      
          

 

or   1 1

1 1

2 80
30

a b

a b

    
         

 

This leads to the following pair of linear algebraic equations 

   1 1

1 1

2 8 0
3 0

a b

a b

   
   

 

Subtracting, we have 

  1 111 0 11b b     

Substituting this value of  1b into th e s econd equation of the above system of algebraic 
equations yields 

   143111 a  

Thus our particular solution is 

   14
11pX
 

  
 

 

Hence, the general solution of the non-homogeneous system is  
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   















 








 


11
14

sin
sincos

cos
sincos

21 t

tt
c

t

tt
cX  

Note that  

 In th e abov e exam ple the entries o f the m atrix  tF  were c onstants a nd the  
complementary function cX did not involve any constant vector. Thus there was 
no duplication of terms between cX and pX . 

 However, if  tF  were a co nstant vecto r and the coefficient m atrix had an 
eigenvalue 0 .  Then cX contains a constant vecto r. In such a situation th e 
assumption for the particular solution pX  would be 

  


















1

1

2

2

b

a
t

b

a
X p    

      instead of 

  









1

1

b

a
X p  

 
Example 2 
Solve the system 

  tyx
dt

dx 66   

  4 3 10 4dy
x y t

dt
     

Solution 
In the matrix notation  

  




























4
0

10
6

34
16

tXX  

or   tFXX 









34
16

 

Where   



















4
0

10
6

ttF  

We first solve the homogeneous system 
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  XX 









34
16

 

Now, we use characteristic equation to find the eigen values 

    0
34

16
IAdet 








   

       0436    

    01492    

So    21   and 72   

The eigen vector corresponding to eigen value 21   , is obtained from  

     ,0IA 1  K  Where 









2

1
1 k

k
K  

Or     ,0I2A 1  K  

Therefore 

   





















































0
0

14
14

0
0

234
126

2

1

2

1

k

k

k

k
 

    



















0
0

4
4

21

21

kk

kk
 

or 

    04
04
04

21
21

21 







kk
kk

kk
 

we choose 11 k arbitrarily then 42 k  

Hence the related corresponding eigen vector is  

    1

1
4

K
 

   
 

Now an eigen vector associated with 72   is de termined f rom the f ollowing 
system 

     0IA 22  K , where 









2

1
2 k

k
K  
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or   



























0
0

44
11

2

1

k

k
 

or   0
044
0

21
21

21 







kk
kk

kk
  

Therefore  









1
1

2K   

Consequently the complementary function is 

   tt
c ececX 7

2
2

1 1
1

4
1




















  

Since     



















4
0

10
6

ttF  

 

Now we find a particular solution of the system having the same form. 

    


















1

1

2

2

b

a
t

b

a
X p  

where 121 ,, baa and 2b  are constants to be determined. 

in the matrix terms we must have 

  




























4
0

10
6

34
16

tXX pp  

  




























































4
0

10
6

34
16

1

1

2

2

2

2 t
b

a
t

b

a

b

a
 

  







































410

06
34
16

12

12

2

2

t

t

btb

ata

b

a
 

  






























410

06
3344

66

1212

1212

2

2

t

t

btbata

btbata

b

a
 

  



















4341034

666

1122

1122

2

2

battbta

battbta

b

a
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or  
   
    




















0
0

4341034
666

21122

21122

bbatba

abatba
 

 from this last identity we conclude that 

 
01034
066

22

22




ba

ba
  And  

0434
06

211

211




bba

aba
 

Solving the first two equations simultaneously yields 

  22 a  and 62 b  

Substituting these values into the last two equations and solving for 1a and 1b gives  

    
7
4

1 a  

    
7

10
1 b  

 

It follows therefore that a particular solution vector is 

   


















7/10
7/4

6
2

tX p  

and so the general solution of the system on   , is  

   pc XXX   

       





































7/10
7/4

6
2

1
1

4
1 7

2
2

1 tecec tt  

Example 3 

Determine the form of the particular solution vector pX for 

   
75

1235









teyx
dt

dy

eyx
dt

dx

t

t

 

Solution 
First, we write the system in the matrix form 
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   




















































 

7
1

5
0

1
2

11
35

/
/

te
y

x

dtdy

dtdx t  

or    tFXX 










11
35

 

where   ,
/
/




















y

x
X

dtdy

dtdx
X and  

2 0 1
1 5 7

tF t e t     
            

 

Now we solve the homogeneous system XX 










11
35

to determine the eigen values, 

we use the characteristic equation 

       0IAdet    

or      0315
11

35









 

    0862    

    4,2   

So the eigen values are 21  and 42   

For 21   , an eigen vector corresponding to this eigen value is obtained from 

      0I2A 1  K  

Where    









2

1
1 k

k
K  

   



























0
0

211
325

2

1

k

k
 

   
























 0

0
11

33

2

1

k

k
 

   0
0
033

21
21

21 







kk
kk

kk
 

We choose 12 k then 11 k  



Advanced Differential Equations (MTH701)  VU 
 

305 
© Copyright Virtual University of Pakistan 

Therefore   










1

1
1K  

Similarly for 42    

   
























 0

0
31

31

2

1

k

k  

   03
03
03

21
21

21 







kk
kk

kk
 

Choosing 12 k , we get 31 k  

Therefore   2

3
1

K
 

   
 

Hence the complementary solution is 

   tt
c ececX 4

2
2

1 1
3

1
1





















  

Now since 

    


























 

7
1

5
0

1
2

tetF t  

 
We assume a particular solution of the form 

   

























 

1

1

2

2

3

3

b

a
t

b

a
e

b

a
X t

p  

Note: 
If we repla ce te in  tF on te2 ( 2 an eigen  valu e), th en the correct form  of the 
particular solution is 

   




































1

1

2

22

3

32

4

4

b

a
t

b

a
e

b

a
te

b

a
X tt

p  

Variation of Parameters 
Variation of param eters is m ore powerful technique than the m ethod of undetermined 
coefficients. 
We now de velop a system atic produce fo r finding a solution of the non-hom ogeneous 
linear vector differential equation 

    tFAX
dt

dX
      (1) 

Assuming that we know the corresponding homogeneous vector differential equation 
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   AX
dt

dX
       (2) 

Let  t be a fundam ental matrix of the hom ogeneous system (2), then we can express 
the general solution of (2) in the form  
     cX t C  
where C is an arbitrary n-rowed constant v ector. We replace the cons tant vector C by a 
column matrix of functions 

     

 
 

 




















tu

tu

tu

tU

n


2

1

 

so that        tUtX p      (3) 
is particular solution of the non-homogeneous system (1). 
The derivative of (3) by the product rule is 
          tUttUtX p      (4) 
Now we substitute equation (3) and (4) in the equation (1) then we have 
               tFtUtAtUttUt     (5) 
Since      tAt    
On substituting this value of  t into (5), 
We have 
               tFtUtAtUtAtUt    
Thus, equation (5) become s 
or       tFtUt        (6) 
 
Multiplying  t1 on both sides of equation (6), we get 

             tFttUtt 11     

or         tFttU 1   

or         dttFttU   1  

Hence by equation (3) 
         dttFttX p   1    (7) 

is particular solution of the non-homogeneous system (1). 
To calculate the indefinite integral of the column matrix    tFt1 in (7), we integrate 
each entry. Thus the general solution of the system (1) is  
    pc XXX   
or 
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          dttFttCtX   1    (8) 

Example 
Find the general solution of the non-homogeneous system 

    



















 te

t
XX

3
42

13
 

on the interval   ,   
Solution 
We first solve the corresponding homogeneous system 

    
3 1

2 4
X X

     
 

The characteristic equation of the coefficient matrix is 

     0
42
13

IAdet 








  

or      0243    

        
   

  
5,2

025
0525

01025

0107

021234

21

2

2

2





















 

So the eigen values are 21  and 52   
 
 
Now we find the eigen vectors corresponding to 1 and 2 respectively, 
Therefore 
     0IA 121  K  
     0I2A 12  K  

so   



























0
0

242
123

2

1

k

k
 

   



















0
0

22 21

21

kk

kk
 

or 

   21
21

21

022
0

kk
kk

kk








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We choose 12 k arbitrarily then 11 k  
Hence the eigen vector is 

    









1
1

1K  

Now an eigen vector associated with 52   is dete rmined f rom the f ollowing 
system 
      0IA 222  K  

or    



























0
0

542
153

2

1

k

k
 

    


















































0
0

2
2

0
0

12
12

21

21

2

1

kk

kk

k

k

 

   12
21

21 2
02
02

kk
kk

kk









  

We choose arbitrarily 11 k then 22 k  

Therefore    










2

1
2K  

The solution vectors of the homogeneous system are 

    teX 2
1 1

1 








 And teX 5

2 2
1 










  

 
1X and 2X can be written as  

    
































t

t

t

t

e

e
X

e

e
X

5

5

22

2

1
2

,  

The complementary solution  
    1 1 2 2cX c X c X   

    
































t

t

t

t

e

e
c

e

e
c

5

5

22

2

1
2

 

Next, we form the fundamental matrix 

     















tt

tt

ee

ee
t 52

52

2
  

and the inverse of this fundamental matrix is 
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     

















t

t

ete

ete
t

5
3
1

3
1

2
3
1

3
2

1
5

2
  

Now we find pX by  

        dttFttX p   1  

dt
e

t

ete

ete

ee

ee
X

tt

t

tt

tt

p 







































 3
5

2

2 5
3
1

3
1

2
3
1

3
2

52

52

 
























































































dtedtte

dtedtte

ee

ee
dt

ete

ete

ee

ee
X

tt

t
t

tt

tt

tt

tt

tt

tt

p
45

2

52

52

45

2

52

52

3
1
3
12

2
3
1
3
12

2

 




















 




















t
tt

t
tt

tt

tt

p

edt
ee

t

edt
ee

t

ee

ee
X

4
55

22

52

52

4.3
1

55

3
1

2
2

2
2

2
 







































t
tt

t
tt

tt

tt

p

e
ete

e
ee

t

ee

ee
X

4
55

22

52

52

12
1

255

3
1

22
2

2
 




























tt

tt

p

e
t

et

e
t

et
X

6
1

25
2

5
2

3
1

2
1

12
1

25
1

53
1

2
1

 

6 27 1
5 50 4
3 21 1
5 50 2

t

p
t

t e
X

t e





   
  
   
 

 

Hence the general solution of the non-homogeneous system on the interval   , is  
   pc XXX   
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or   

       1

2 5
1 2

6 27 1
1 1 5 50 4
1 2 3 21 1

5 50 2

t

t t

t

t C t t F t dt

t e
c e c e

t e

  



 



 

      
               

 


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Exercise 
Use the method of undetermined coefficients to solve the given system on   ,  

1. 295  yx
dt

dx
 

611  yx
dt

dy
 

2. 223 tyx
dt

dx
  

53  tyx
dt

dy
 

3. tetyx
dt

dx 6944   

tetyx
dt

dy 64   

4. teXX 


















10
3

69
3/14

 

5. 





















t

t
XX

cos2
sin

11
51

 

Use variation of parameters to solve the given system 

6. 433  yx
dt

dx
 

122  yx
dt

dy
 

7. te
t

t
XX 2

cos2
2sin

24
12

















 
  

8. 


















  te
XX 3

2
31
20

 

9. 



















1
1

12
23

XX  

10. 















 


0
sec

01
10 t

XX  
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Lecture 31 

 
Definition of a Partial Differential Equation (PDE) 

A partial differential equation (PDE) is an equation that contains the dependent variable (the 
unknown function), and its partial derivatives. As in the ordinary differential equations (ODEs), 
the dependent variable u = u(x) depends only on one independent variable x. However in the PDEs, 
the dependent variable, such as u = u(x, t) or u = u(x, y, t), must depend on more than one 
independent variable. 

If u = u(x, t), then the function u depends on the independent variable x, and on the time variable 
t. However, if u = u(x, y, t), then the function u depends on the space variables x, y, and on the 
time variable t. 

Examples 

1. The heat equation 
,

( ),
t xx

t xx yy

u ku

u k u u


 

 

in one dimensional space and two dimensional space respectively. The dependent variable 
u = u(x, t) in first equation depends on the position x and on the time variable t. However, 
in second equation u = u(x, y, t) depends on three independent variables, the space variables 
x, y and the time variable t. 
 

2. The wave equations 
2

2

( ),

( ),

tt xx yy

tt xx yy zz

u c u u

u c u u u

 

  
 

in two dimensional space and three dimensional space respectively. 
 

3. The Laplace equation is  
0,

0.

xx yy

xx yy zz

u u

u u u

 

  
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Order of a PDE 

The order of a PDE represents the order of the highest partial derivative that appears in the 
equation. For example, the following equations 

,

0,
t xx

y xxx

u u

u uu


 

 

are PDEs of second order, and third order respectively. 

Example 1. Find the order of the following PDEs: 

a. t xx yyu u u   

b. 4 0xx xxyu u u   

Solution 

a. The highest partial derivative in this equation is uxx or uyy. The PDE is therefore of order 
two. 

b. The highest partial derivative in this equation is uxxy. The PDE is therefore of order three. 
 

Linear and Nonlinear PDEs 

Partial differential equations are classified as linear or nonlinear. 

 A partial differential equation is called linear if 
1. the power of the dependent variable u and each partial derivative contained in the 

equation is one, and 
2. the coefficients of the dependent variable and the coefficients of each partial derivative 

are constants or independent variables. 
 

 However, if any of these conditions is not satisfied, the equation is called nonlinear PDE. 

 

Example 2. Classify the following PDEs as linear or nonlinear 

a. 0xx yyxu yu   

b. xu u x   

c. 0t xuu xu   
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Solution 

a. Here the power of each partial derivative uxx and uyy is one. Also, the coefficients of the 
partial derivatives are the independent variables x and y respectively. Hence, the PDE is 
linear. 

b. The equation is nonlinear because of the term u , as its power is ½. 

c. In this case the power of each partial derivative is one, but ut has the dependent variable u 
as its coefficient. Therefore, the PDE is nonlinear. 
 

Homogeneous and Inhomogeneous PDEs 

A partial differential equation of any order is called homogeneous if every term of the PDE 
contains the dependent variable u or one of its derivatives, otherwise, it is called an inhomogeneous 
PDE. 

You can also say that a PDE is called homogeneous if the equation does not contain a term 
independent of the unknown function and its derivatives. 
                   

Example 3. Classify the following partial differential equations as homogeneous or 
inhomogeneous. 

a. 4 0t xu u    

b. t xxu u x   

c.  2
0x xx yu u u   

Solution. 

a. The terms of the equation contain partial derivatives of u only, therefore it is a linear, 
homogeneous, 1st order PDE. 

b. The equation is an inhomogeneous PDE, as one term contains the independent variable x. 
c. This is nonlinear, 2nd order, homogeneous PDE. 

 

Solution of a PDE 

A solution of a PDE is a function such that it satisfies the equation under discussion and satisfies 
the given conditions as well. In other words, for u to satisfy the equation, the left hand side of the 
PDE and the right hand side should be the same upon substituting the resulting solution. 
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Example 4. Show that 2( , ) sin sinu x y x y x  is a solution of the following PDE 

2.xx yyu u   

Solution. 

As   

cos sin 2

sin sin 2 . .
x

xx

u x y x

u x y L H S

  
   

 

Now 

sin cos

sin sin

2 sin sin 2 . .

y

yy

yy

u x y

u x y

u x y R H S



 

    

 

Hence L.H.S=R.H.S 

Example 5. Show that 4( , t) sin tu x xe is a solution of the following PDE 

4 .t xxu u  

Solution. 
4

4

4sin . .

4 4sin . .

t
t

t
xx

u xe L H S

u xe R H S





  

  
 

Boundary Conditions 

For a given PDE that controls the mathematical behavior of physical phenomenon in a bounded 
domain D, the dependent variable u is usually prescribed at the boundary of the domain D. The 
boundary data is called boundary conditions. There are three types of boundary conditions (BCs) 
that can occur for heat flow problems. They are 

 Dirichlet Boundary Conditions 
Consider heat flow problem in a rod (0 ≤ x ≤ L). The specification of the temperatures 
u(0, t) and u(L, t) at the ends are classified as Dirichlet type BC. In this case, the function 
u is usually prescribed on the boundary of the bounded domain. 
 

 Neumann Boundary Conditions 

The specification of the normal derivative (i.e., ,
u

n




 where n is the outward normal to the 

boundary) on the boundary is classified as Neumann type BCs. For a rod of length L, 
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Neumann boundary conditions are of the form (0, ) , (L, ) ,x xu t u t   where α and β are 

constants. 
 

 Mixed Boundary Conditions 
If the condition on the boundary is a mixture of both Dirichlet and Neumann types 

i.e., a linear combination of the dependent variable u and the normal form
u

n




, then it is 

called Mixed BCs. 
It is not always necessary for the domain to be bounded, however one or more parts of the 
boundary may be at infinity. 
 

Initial Conditions 

PDEs mostly arise to govern physical phenomenon such as heat distribution, wave propagation 
and quantum mechanics. Most of the PDEs, such as the diffusion equation and the wave equation, 
depend on the time t. Accordingly, the initial values of the dependent variable u at the starting time 
t = 0 should be prescribed. For the heat case, the initial value u (t = 0), that defines the temperature 
at the starting time, should be prescribed. For the wave equation, the initial conditions u (t = 0) and 
ut (t = 0) should also be prescribed. 

 

Well-posed PDEs 

A partial differential equation is said to be well-posed  

 if a unique solution that satisfies the equation and the prescribed conditions exists, and 
 Provided that the unique solution obtained is stable. The solution of a PDE is said to be 

stable if a small change in the conditions or the coefficients of the PDE results in a small 
change in the solution. 

 

Exercises 

1. Find the order of the following PDEs. 

a. 2 y
xx xy yyu xu u e     

b. 1xx xxxu u u    

c. 8 7xxy yyu xu u y    

d. t xxyyu u u   
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2. Classify the following PDEs as linear or nonlinear. 
a. 2 1xx yyyu xyu u    

b. 2
xx ttu u u   

c. 0t x xxxu uu u    

d. 
2

1 1
0rr ru u u

r r     

 
3. Classify the following PDEs as homogeneous or inhomogeneous. 

a. t xxu u x   

b. t xxyu u u   

c. 4x yu u u    

d. tt xx yy zzu u u u    

 
4. Verify that the functions 

2 2( , ) ,

( , ) sin ,

( , ) 2

x

u x y x y

u x y e y

u x y xy

 




 

are the solutions of the equation 0.xx yyu u   

 
5. Show that ( )u f xy , where f is an arbitrary differentiable function satisfies 0x yxu yu  . 

Also verify that the functions sin( ),cos( ), log( ), xyxy xy xy e and 3( )xy  are solutions. 
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Classifications of Second-order PDEs 
Classification of PDEs is an important concept because the general theory and methods of solution 
usually apply only to a given class of equations. Let us first discuss the classification of PDEs 
involving two independent variables. 

1. Classification with two independent variables 

Consider the following general second order linear partial differential equation in two independent 
variables 

, (1)xx xy yy x y uAu Bu Cu Du Eu F G       

where A, B, C, D, E, F, and G are constants or functions of the independent variables x and y. The 
classification of partial differential equations is suggested by the classification of the quadratic 
equation of conic sections in analytic geometry. The equation 

2 2  0Ax Bxy Cy Dx Ey F      , 

represents hyperbola, parabola, or ellipse accordingly as the discriminant (B2 − 4AC) is positive, 
zero, or negative. 

Similarly the nature of the second order partial differential equation (1) is determined by the 
principal part containing the highest partial derivatives, that is, 

xx xy yyLu Au Bu Cu    

Now depending on the sign of the discriminant PDE (1) is usually classified into three basic classes 
of equations, 

1. Parabolic equation is an equation which satisfies the property 
2 4 0,B AC   

2. Hyperbolic equation is an equation which satisfies the property 
2 4 0,B AC   

3. Elliptic equation is an equation which satisfies the property 
2 4 0.B AC   

Note. The classification of eq (1) as parabolic, hyperbolic or elliptic depends only on the 
coefficients of the second derivatives. It has nothing to do with the first derivative terms, the term 
in u, or the non-homogeneous term. 

 

 

 



Advanced Differential Equations (MTH701) VU 
 

319 
 

Example 1. Classify the following equations as parabolic, hyperbolic or elliptic. 

a. 0xx yyu u   (Laplace equation) 

b. t xxu u    (Heat equation) 

c. 0tt xxu u   (Wave equation) 

d. 0; 0xx yyu xu x   (Tricomi equation). 

Solution. 

a. Here A = 1, B = 0, C = 1 and  2 4 4 0.B AC     Therefore, it is an elliptic equation. 
 

b. Here A = -1, B = 0, C = 0 and  2 4 0.B AC   Thus, it is parabolic type equation. 
 

c. Here A = -1, B = 0, C = 1 and  2 4 4 0.B AC    Hence, it is of hyperbolic type. 

d. Here A = 1, B = 0, C = x and  2 4 4 .B AC x   Therefore, the equation is parabolic if x = 0, 
hyperbolic if x < 0, and elliptic if x > 0. This example shows that equations with variable 
coefficients can change form in the different regions of the domain.  
 

2. Classification with more than two independent variables 
 
Consider the second-order PDE in general form 
 

           (2) 
 
where the coefficients aij, bi, c and d are functions of x = (x1,x2,…, xn) alone and  
u = u(x1, x2,…, xn). 
Its principal part is 

2

1 1

n n

ij
i j i j

L a
x x 




                                                            (3) 

It is enough to assume that A = [aij] is symmetric if not, let  1

2ij ij jia a a   and rewrite 

2

1 1

n n

ij
i j i j

L a
x x 




                                                            (4) 

Note that
2 2

i j j i

u u

x x x x

 


   
. As in two-space dimension, let us attach a quadratic form P with 

(4) (i.e., replacing 
i

u

x




 by xi). 
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                                    (5) 

 
Since A is a real valued symmetric (aij = aji) matrix, it is diagonalizable with real 
eigenvalues λ1, λ2, ..., λn. In other words, there exists a corresponding set of orthonormal set 

of n eigenvectors, say  1 2 1 2, , ,  with , , ,n nR        as column vectors such that 

                                   (6) 

 
We now classify (2) depending on sign of eigenvalues of A: 

 If one or more of the 0i  then PDE (2) is of parabolic type. 

 If one of the 0i   or 0i  , and all the remaining have opposite sign then PDE 

(2) is of hyperbolic type. 
 If 0i i   or 0i i    then PDE (2) is said to be of elliptic type. 

 

Example 2. Classify the following equation as parabolic, hyperbolic or elliptic. 

1 1 2 322(1 ) 0.x x x xu cx u    

Solution. The equation can be rewritten as 

1 1 2 3 3 22 2(1 ) (1 ) 0x x x x x xu cx u cx u      

For i, j=1, 2, 3 the eq(3) becomes 

23 3

1 1

2 2 2 2 2 2

11 12 13 21 22 23
1 1 1 2 1 3 2 1 2 2 2 3

2 2 2

31 32 33
3 1 3 2 3 3

(7)

ij
i j i j

u
L a

x x

u u u u u u
a a a a a a

x x x x x x x x x x x x

u u u
a a a

x x x x x x

 




 

     
     

           

  
  

     



 

 

 



Advanced Differential Equations (MTH701) VU 
 

321 
 

On comparison of given PDE with eq(7), 

11 12 13

21 22 23 2

31 32 2 33

1, 0, 0,

0, 0, (1 ),

0, (1 ) , 0.

a a a

a a a cx

a a cx a

  
   

   
 

Hence 2

2

1 0 0

0 0 (1 )

0 (1 ) 0

A cx

cx

 
   
  

  

Now the Eigen values of matrix A are 

2 2

det( ) 0

1, (1 ), (1 ).

A I

cx cx




 
    

 

The corresponding Eigen vector and normalized vectors are 

1 0 0

0 , 1 , 1

0 1 1

     
          
     
     

 and

0 0
1

1 1
0 , ,

2 2
0

1 1

2 2

   
   
    
         

          
   
   

 respectively. 

2

2

0 0 0

1 1
0

2 2
1 1

1
2 2

1 0 0

0 (1 ) 0

0 0 (1 )

T

R

R AR cx

cx

 
 
 
    
 
 
  
 
   
   

 

Which is a diagonal matrix. Now we classify the given PDE depending on the sign of Eigen values 
of matrix A. 
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For c=0, the equation is hyperbolic type. 

For 0c  , equation is 

 parabolic if 2

1
x

c
  , 

 hyperbolic if 2 2

1 1
.x and x

c c
     

 

Exercises 

1. Classify the following equations into hyperbolic, elliptic or parabolic type. 
a. 5 3 +(cos ) + 0.y

xx yy x yu u x u e u u     

b. 2 2 2sin sin cos .xx xy yyxu xu xu x    

c. 0.x y
xx yye u e u u    

d. 28 [log(2 )] 0.xx yy xu u u x u      

e. + =0.xx yyxu u   

 

2. Classify the following equations into elliptic, parabolic, or hyperbolic type. 

a. 2 2 2log[ 1].z
xy xxe u u x y z       

b. 
2

2 +(cos ) cosh .y
xx yz zu u x u e u z     

c. 2 2 (1 ) 0.xx xy yy zzu u u u xy u        

 

3. Determine the regions where 22 0xx xz yy zzu x u u u     is of hyperbolic, elliptic and 

parabolic. 
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Lecture 32 

Adomian Decomposition Method 
The Adomian decomposition method was introduced and developed by George Adomian and is 
well addressed in the literature. The Adomian decomposition method has been receiving much 
attention in recent years in applied mathematics in general, and in the area of series solutions in 
particular. The method proved to be powerful, effective, and can easily handle a wide class of 
linear or nonlinear, ordinary or partial differential equations, and linear and nonlinear integral 
equations. The decomposition method demonstrates fast convergence of the solution and therefore 
provides several significant advantages. 

The Adomian decomposition method consists of decomposing the unknown function u(x, y) of 
any equation into a sum of an infinite number of components defined by the decomposition series 

0

( , ) ( , ),n
n

u x y u x y




  

where the components ( , ), 0nu x y n  are to be determined in a recursive manner. The decomposition 

method concerns itself with finding the components 0 1 2, , ,u u u  individually. 

To have a clear overview of Adomian decomposition method, first consider 

( )Fu g t , 

where F is a nonlinear ordinary differential operator with linear and nonlinear terms. We could 
represent the linear term by Lu+Ru where L is the linear operator. We choose L as the highest 
ordered derivative, which is assumed to be invertible. The remainder of the linear operator is R. 
The nonlinear term is represented by f (u). Thus  

( ) (1)

( ) (2)

Lu Ru f u g

Lu g Ru f u

  
  

 

After applying the inverse operator L-1 to both sides of above equation, we have 

1 1 1 1 ( ) (3)L Lu u L g L Ru L f u        

The decomposition method consists in looking for the solution in the series form
0

n
n

u u




  . The 

nonlinear operator is decomposed as 

0

( ) ,n
n

f u A




  
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Where An depends on 0 1 2, , , , nu u u u , called the Adomian polynomials that are obtained by writing 

0 0

( ) ; ( ( )) , (4)n n
n n

n n

u u f u A   
 

 

    

Where λ is a parameter. From eq(4), An’s are deduced as 

0 0

1
(5)

!

n
n

n nn
n

d
A f u

n d







 

     
  
  

The first few Adomian polynomials are 

0 0

1 1 0

2
1

2 2 0 0

3
(3)1

3 3 0 1 2 0 0

( ),

( ),

( ) ( ),
2!

( ) ( ) ( ), (6)
3!

A f u

A u f u

u
A u f u f u

u
A u f u u u f u f u




  

   



 

By substituting eq(4) into (3), The decomposition method consists in identifying the un’s by means 
of the formulae 

0

1

0 0

1 1( )n n n
n n n

L g L Ru u AL
  

 





       

Through using Adomian decomposition method, the components un(x) can be determined as 

1
0

1
1

1
(7)

n n n

L g

L R L

u

u u A



 

 

   

 

Hence the series solution of u(x) can be obtained by using above equations.  

For numerical purposes, the n-term approximant 

1

0

n

n k
n

u




  

can be used to approximate the exact solution. 
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A REFERENCE LIST OF THE ADOMI.AN POLYNOMIALS 

 

0 0

1 1 0

2
1

2 2 0 0

3
(3)1

3 3 0 1 2 0 0

2 2 4
(3) (4)1 1 2 1

4 4 0 1 3 0 0 0

22
1 31 2

5 5 0 2 3 1 4 0

( ),

( ),

( ) ( ),
2!

( ) ( ) ( ),
3!

( ) ( ) (u ) ( ),
2! 2! 4!

(u ) (u )
2! 2!

A f u

A u f u

u
A u f u f u

u
A u f u u u f u f u

u u u u
A u f u u u f u f f u

u uu u
A u f u u u u f




  

   

 
      

 
 

      
 

(3)
0

3 5
(4) (5)1 2 1

0 0

2 3 2
(3)3 2 1 4

6 6 0 2 4 1 5 0 1 2 3 0

32 2 4 6
(4) (5) (6)1 31 2 1 2 1

0 0 0

7 7 0

(u )

      (u ) (u ),
3! 5!

(u ) (u ) (u )
2! 3! 2!

    (u ) (u ) (u ),
2! 2! 3! 4! 6!

(u )

f

u u u
f f

u u u u
A u f u u u u f u u u f

u uu u u u u
f f f

A u f

 

   
          

  
 

    
 

  
2 2 2

(3)2 3 1 3 1 5
3 4 2 5 1 6 0 1 2 4 0

2 43 3 3 2
(4) (5)1 2 3 1 31 2 1 4 1 2

0 0

5 7
(6) (7)1 2 1

0 0

2
4

8 8 0 3

(u ) (u )
2! 2! 2!

    (u ) (u )
3! 2! 3! 3! 2! 4!

     + (u ) (u ),
5! 7!

(u )
2!

u u u u u u
u u u u u u f u u u f

u u u u uu u u u u u
f f

u u u
f f

u
A u f u u

 
      

 
   

       
   



   5 2 6 1 7 0

2 22
(3)2 3 1 62 4

1 3 4 1 2 5 0

2 2 34 2 2
(4)1 2 3 3 1 52 1 1 2 4

0

32 3 4 4 2
(5)1 2 3 11 2 1 4 1 2

0

(u )

    (u )
2! 2! 2!

    (u )
4! 2! 2! 2! 2! 3!

(u )
2! 3! 3! 4! 4! 2!

u u u u f

u u u uu u
u u u u u u f

u u u u u uu u u u u
f

u u u uu u u u u u
f

 
  

 
 

     
 
 

     
 
 

     
 

5 6 8
(6) (7) (8)3 1 2 1

0 0 0(u ) (u ) (u ),
5! 6! 8!

u u u u
f f f

 
  

 
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 9 9 0 4 5 3 6 2 7 1 8 0

3 2 22
(3)3 2 5 1 71 4

2 3 4 1 3 5 1 2 6 0

3 2 2 2 32
(4)2 3 1 2 3 1 3 4 1 2 5 1 61 2 4

0

24 2 3
2 31 2 1 1

(u ) (u )

(u )
3! 2! 2! 2!

(u )
3! 2! 2! 2! 2! 3!

4! 2! 2! 3!

A u f u u u u u u u u f

u u u u uu u
u u u u u u u u u f

u u u u u u u u u u u u uu u u
f

u uu u u u

     

 
       
 
 

      
 

  
2 43

(5)3 1 51 2 4
0

4 63 3 5 5 2
(6) (7)1 2 3 1 31 2 1 4 1 2

0 0

7 9
(8) (9)1 2 1

0 0

2
5

10 10 0 4 6 3 7 2 8 1 9 0

(u )
2! 3! 4!

(u ) (u )
3! 3! 4! 5! 5! 2! 6!

(u ) (u )
7! 9!

(u ) (u )
2!

    

u u uu u u
f

u u u u uu u u u u u
f f

u u u
f f

u
A u f u u u u u u u u f

 
  

 
   

       
   

 

 
       

 


2 2 22

(3)3 4 2 6 1 84 2
2 3 5 1 4 5 1 3 6 1 2 7 0

2 3 2 2 2 32 3 2 2
(4)3 1 3 1 2 5 1 3 5 1 2 6 1 72 2 4 1 4

1 2 3 4 0

35 2
1 2 32 1 2

(u )
2! 2! 2! 2!

    (u )
2! 2! 3! 3! 2! 2! 2! 2! 2! 3!

5! 3! 2!

u u u u u uu u
u u u u u u u u u u u u f

u u u u u u u u u u u u u uu u u u u
u u u u f

u u uu u u

 
       

 
 

         
 

  
2 3 3 42 2

(5)3 1 3 4 1 2 5 1 61 2 4
0

2 2 52 4 3 4 4
(6)2 3 3 1 51 2 1 1 1 2 4

0

5 74 3 6 6 2
(7) (8)1 2 3 1 31 2 1 4 1 2

0

(u )
2! 2! 2! 3! 3! 4!

(u )
2! 4! 3! 2! 4! 2! 4! 5!

(u ) (
4! 3! 5! 6! 6! 2! 7!

u u u u u u u u uu u u
f

u u u u uu u u u u u u
f

u u u u uu u u u u u
f f

 
    

 
 

     
 
   

       
   

0

8 10
(9) (10)1 2 1

0 0

u )

(u ) (u )
8! 10!

u u u
f f 


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Examples: Calculate the Adomian polynomials for following non-linear functions 

1. 5( )f u u   

 
Solution  
 
The Adomian polynomials are determined by using the above reference list of formulas, as 
 

5
0 0

4
1 0 1

4 3 2
2 0 2 0 1

4 3 2 3
3 0 3 0 1 2 0 1

4 4 3 2 3 2 2
4 0 4 1 0 0 2 0 1 3 0 1 2

5

5 10

5 20 10

5 5 10 20 30

A u

A u u

A u u u u

A u u u u u u u

A u u u u u u u u u u u u





 

  

    

 

5 4 3 3 3 2 2 2 2
5 1 0 5 0 1 4 0 2 3 1 0 2 0 2 1 0 1 3

4 4 3 2 2 3 3 3 3
6 0 6 1 2 0 3 0 2 0 1 5 0 2 4 1 0 3

2 2 2 2 2
0 1 4 1 2 0 0 1 2 3

4 4 3 2 3
7 0 7 1 3 1 2 0 1 6

5 20 20 20 30 30

5 5 10 10 20 20 20

30 30 60

5 5 10 20 2

A u u u u u u u u u u u u u u u u u u

A u u u u u u u u u u u u u u u u u

u u u u u u u u u u

A u u u u u u u u u

      

      

  

     3 3 3
0 2 5 0 3 4 2 1 0

3 2 2 2 2 2 2 2 2
1 0 4 0 2 3 0 3 1 0 1 5 0 1 2 4 1 0 2 3

0 20 20

20 30 30 30 60 60

u u u u u u u u u

u u u u u u u u u u u u u u u u u u u u

 

     

 

 
Remark  
Notice that for mu each individual term is the product of m factors. Each term of nA  has 

five factors--- the sum of superscripts is m (or 5 in this case). The sum of subscripts is n. 
The second term of 4A , as an example, is 1 1 1 1 05u u u u u   and the sum of subscripts is 4. A very 

convenient check on the numerical coefficients in each term is the following. Each 
coefficient is !m  divided by the product of factorials of the superscripts for a given term. 
Thus, the second term of 5

3 ( )A u  has the coefficient5!(2!)(2!)(1!) 30 .  
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2. 2( )f u u   

 
Solution  
 

2
0 0

1 0 1

2
2 1 0 2

3 1 2 0 3

2
4 2 1 3 0 4

5 2 3 1 4 0 5

2

2

2 2

2 2

2 2 2

A u

A u u

A u u u

A u u u u

A u u u u u

A u u u u u u




 

 

  

  

 

 
3. ( ) sinf    

 
Solution 
 

 

0 0

1 1 0

2
1

2 0 2 0

3
1

3 0 1 2 0 3 0

sin

cos

sin cos2

cos sin cos6

A

A

A

A


 

   

      





    
 
     
 



 

Remark: 

The essential features of the decomposition method for linear and nonlinear equations, 
homogeneous and inhomogeneous, can be outlined as follows: 

 Express the partial differential equation, linear or nonlinear, in an operator form. 
 Apply the inverse operator to both sides of the equation written in an operator form. 
 Set the unknown function u(x, y) into a decomposition series 

0
n

n

u u




   

whose components are elegantly determined. We next substitute the above series into both 
sides of the resulting equation. 

 Identify the zeroth component u0(x, y) as the terms arising from the given conditions and 
from integrating the source term g(x, y), both are assumed to be known. 
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 Determine the successive components of the series solution uk, k ≥ 1 by applying the 
recursive scheme (6), where each component uk can be completely determined by using the 
previous component uk-1. 

 Substitute the determined components into 
0

n
n

u u




   to obtain the solution in a series 

form. An exact solution can be easily obtained in many equations if such a closed form 
solution exists. 

It is to be noted that Adomian decomposition method approaches any equation, homogeneous 
or inhomogeneous, and linear or nonlinear in a straightforward manner without any need to 
restrictive assumptions such as linearization, discretization or perturbation. There is no need 
in using this method to convert inhomogeneous conditions to homogeneous conditions as 
required by other techniques. 

 

Example 4: 

Solve the following homogeneous differential equation by using Adomian decomposition method. 

( ) ( ), (0) A. (8)u x u x u    

Solution 

In an operator form the given equation becomes 

, (9)Lu u  

where L is the differential operator given by 

, (10)
d

L
dx

  

 

and therefore the inverse operator L−1 is defined by 

1

0

(.) (.) . (11)
x

L dx    

Applying L−1 to both sides of (9) and using the initial condition we obtain 

1 1

1

1

( ) ( )

( ) (0) ( )

( ) ( ) (12)

L Lu L u

u x u L u

u x A L u

 







  

  
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Substituting the series assumption, 
0

n
n

u u




   into both sides of above equation 

1

0 0

( ) ( ) (13)n n
n n

u x A L u x
 



 

    
 

   

 

In view of (13), we have the following recursive relation 

 

 

Consequently, we obtain 

1
1

2
1

2 1

3
1

3 2

(x) A,

(x) L (u (x)) ,

(x) L (u (x)) , (15)
2

(x) L (u (x)) ,
6

u

u Ax

Ax
u

Ax
u









 

 

 







 

Hence 
0

n
n

u u




  gives the solution in a series form as 

2 3

( ) 1
2! 3!

( ) .x

x x
u x A x

u x Ae

 
     

 



 

 

Example 5: 

Solve the following homogeneous differential equation by using Adomian decomposition method. 

( ) ; (0) , (0) . (16)u x xu u A u B     

Solution 

In an operator form the given equation becomes 

, (17)Lu xu  

1
1

( ) ,

( ) ( ( )); 0. (14)k k

u x A

u x L u x k




 

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where L is the differential operator given by 

2

2
(.) (.), (18)

d
L

dx
  

and therefore the inverse operator L−1 is defined by 

1

0 0

(.) (.) . (19)
x x

L dxdx     

Applying L−1 to both sides of (17) and using the initial condition we obtain 

1 1( ) ( )L Lu L xu   

So that 

1

1

( ) (0) (0) ( )

( ) ( ) (20)

u x xu u L xu

u x A Bx L xu





  

   
 

Substituting the series assumption, 
0

n
n

u u




   into both sides of above equation 

1

0 0

( ) ( ) (21)n n
n n

u x A Bx L x u x
 



 

     
 

   

Following the decomposition method we obtain the following recursive relation 

1
1

( ) ,

( ) ( ( )); 0. (22)k k

u x A Bx

u x L xu x k


 

 


 

Consequently, we obtain 

3 4
1

1

6 7
1

2 1

( ) ,

( ) ( ) ,
6 12

( ) ( ) , (23)
180 504

u x A Bx

Ax Bx
u x L xu

Ax Bx
u x L xu





 

  

  







 

Thus the solution in series form is 

3 6 4 7

( ) 1 .
6 180 12 504

x x x x
u x A B x

   
          

   
   
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Example 6: 

Solve the following homogeneous partial differential equation by using Adomian decomposition 
method. 

, (24)

( ,0) 0,  (0, )  0.

x yu u x y

u x u y

  

 
 

Solution 

In an operator form PDE becomes 

( , ) ( , ), (25)x yL u x y x y L u x y    

where the operators are defined as 

, ,x yL L
x y

 
 
 

 

and there inverse operators are as 

1 1

0 0

(.) (.) , (.) (.) .
yx

x yL dx L dy     

The x-solution: 

This solution can be obtained by applying Lx
−1 to both sides of (25), 

1 1 1

2 1

2 1

( , ) ( ) ( , ),

1
( , ) (0, ) ,

2
1

( , ) , (26)
2

x x x x y

x y

x y

L L u x y L x y L L u x y

u x y u y x xy L L u

u x y x xy L L u

  





  

    

   

 

obtained on using the given condition u(0, y) = 0, by integrating  ,f x y x y  with respect to x 

and using 1 ( , ) ( , ) (0, ).x xL L u x y u x y u y    

Substituting the unknown function u(x, y) as an infinite number of components un (x, y), n≥0 given 

by 
0

( , ) ( , )n
n

u x y u x y




  in (26), 
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2 1

0 0

2 1
0 1 2 3 0 1 2

1
( , ) ( , ) , (27)

2

1
( ( ))

2

n x y n
n n

x y

u x y x xy L L u x y

u u u u x xy L L u u u

 


 



 
     

         

 

 
 

Consequently, the recursive scheme that will enable us to completely determine the successive 
components is thus constructed by 

2

1
1

1
( , ) ,

2

( , ) ( ( )); 0. (28)k x y k

u x y x xy

u x y L L u k


 

  


 

Which gives 

2

1 1 2 2
1 0

1 1 2
2 1

1
( , ) ,

2

1 1
( , ) ( ( )) ,

2 2

1
( , ) ( ( )) 0. (29)

2

x y x y

x y x y

u x y x xy

u x y L L u L L x xy x

u x y L L u L L x

 

 

 

            
           



 

Accordingly, uk (x, y) = 0, k ≥2. Having determined the components of u(x, y), we find 

2 2
0 1 2 3

1 1
(30)

2 2
u u u u u x xy x xy          

the exact solution of the equation.  

The y-solution: 

It is important to note that the exact solution can also be obtained by finding the y-solution. In an 
operator form we can write the given equation as 

, (31)y xL u x y L u    

By applying Ly
−1 to both sides of (31), 

1 1 1

2 1

2 1

( , ) ( ) ( , ),

1
( , ) ( ,0) ,

2
1

( , ) , (32)
2

y y y y x

y x

y x

L L u x y L x y L L u x y

u x y u x xy y L L u

u x y xy y L L u

  





  

    

   
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Using 
0

( , ) ( , )n
n

u x y u x y




  on both sides of (32), 

2 1

0 0

2 1
0 1 2 3 0 1 2

1
( , ) ( , ) , (33)

2

1
( ( ))

2

n y x n
n n

y x

u x y xy y L L u x y

u u u u xy y L L u u u

 


 



 
     

         

 

 
 

The recursive scheme will be defined as 

2

1
1

1
( , ) ,

2

( , ) ( ( )); 0. (34)k y x k

u x y xy y

u x y L L u k


 

  


 

So we have 

2

1 1 2 2
1 0

1 1 2
2 1

1
( , ) ,

2

1 1
( , ) ( ( )) ,

2 2

1
( , ) ( ( )) 0. (35)

2

y x y x

y x y x

u x y xy y

u x y L L u L L xy y y

u x y L L u L L y

 

 

 

            
           



 

Consequently, uk (x, y) = 0, k ≥2. Having determined the components of u(x, y), we find 

2 2
0 1 2 3

1 1
(36)

2 2
u u u u u xy y y xy          

the exact solution of the equation.  

Note: 

The exact solution of the given PDE can be obtained by determining the x-solution or y-solution 
only as discussed above, depending upon the given equation. 
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Exercises 

1. Calculate the Adomian polynomials for the following non-linear functions 
 

a. 3( ) ,f u u   

b. ( ) sinh ,
2

x
f x

   
 

 

c. ( ) ; 0.mf u u m   

 
2. Use the Adomian decomposition method to show that the exact solution can be obtained 

by determining the x-solution or the y-solution: 
 
a. 0; ( ,0) ,  (0, )  y.x yu u u x x u y     

b. 23 ; ( ,0) ,  (0, )  0.x yxu u u u x x u y     

c. 0; (0, )  1.xu yu u y    

 
3. Solve the following homogeneous partial differential equation by using Adomian 

decomposition method 
;

(0, , ) 1 ,  ( ,0, ) 1 , ( , ,0) 1 ,

( , , ).

x y z

y z x z x y

u u u u

u y z e e u x z e e u x y e e

where u u x y z

  

        

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Lecture 33 

Applications of Adomian Decomposition Method 
In this lecture the singular initial value problems, linear and nonlinear, homogeneous and 
nonhomogeneous, generalized Emden-Fowler equation and Bratu-type equations are investigated 
by using Adomian decomposition method. The solutions are constructed in the form of a 
convergent series. 

 

ADOMIAN METHOD FOR SINGULAR INITIAL VALUE PROBLEMS IN SECOND-
ORDER ODES 

The studies of singular initial value problems in the second order ordinary differential equations 
(ODEs) have attracted the attention of many mathematicians and physicists. One of the equations 
describing this type is the Lane–Emden-type equations formulated as 

2
( ) 0, 0 1,

(0) , (0) . (1)

y y f y x
x

y A y B

     

 
 

On the other hand, studies have been carried out on another class of singular initial value problems 
of the form 

2
'' ' ( , ) ( ), 0 1, (2)

(0) , '(0) ,

y y f x y g x x
x

y A y B

    

 
 

where A and B are constants,  f(x, y) is a continuous real valued function, and    0,1g x C . Eq(2) 

differs from the classical Lane–Emden-type equations (1) for the function  f(x, y) and for the 
inhomogeneous term g(x). 

Eq.(1) with specializing f(y) was used to model several phenomena in mathematical physics and 
astrophysics such as the theory of stellar structure, the thermal behavior of a spherical cloud of 
gas, isothermal gas spheres, and theory of thermionic currents. Due to the significant applications 
of Lane–Emden-type equations in the scientific community, various forms of f(y) have been 
investigated in many research works. 

In recent years a large amount of literature developed concerning Adomian decomposition method, 
and the related modification to investigate various scientific models. The Adomian decomposition 
method provides the solution in a rapidly convergent series with components that are elegantly 
computed. A reliable part of this approach is how this method can be modified to address the 
concept of singular points. To properly address this question, we may require slight variation of 
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the decomposition algorithm as described in previous lecture. An alternate framework can be 
designed to overcome the difficulty of the singular point at x=0. 

The Adomian decomposition method usually defines the equation in an operator form by 
considering the highest-ordered derivative in the problem. To overcome the singularity behavior, 
we define the differential operator L in terms of the two derivatives contained in the problem. We 
rewrite (2) in the form 

( , ) ( ), (3)Ly f x y g x    

where the differential operator L in terms of two derivatives,
2

y y
x

  , is defined by 

2 2 . (4)
d d

L x x
dx dx

    
 

 

The inverse operator L-1 is therefore considered a two-fold integral operator defined by 

1 2 2

0 0

(.) (.) . (5)
x x

L x x dxdx     

Operating with L-1 on (3), it follows 

 

As the Adomian decomposition method introduces the solution y(x) by an infinite series of 
components 

 
0

( ) ( , 7)n
n

y x y x




  

and the nonlinear function f(x, y) by an infinite series of polynomials 

0

( , ) , (8)n
n

f x y A




  

where the components yn(x) of solution y(x) will be determined recurrently, and An are Adomian 

polynomials constructed for non-linear function defined as  
0

1
( , ) .

!

n

n n

d
A f x y

n d 


 
     

Substituting (7) and (8) into (6) gives 

1 1

0 0

( ) ( ) ( ) . (9)n n
n n

y x A B x L g x L A
 

 

 

      

1 1( ) ( ) ( , ). (6)y x A Bx L g x L f x y    
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To determine the components yn(x), we use Adomian decomposition method that suggests the use 
of the recursive relation 

1
0

1
1

( ) ( ) ( ),

( ) ( ), 0, (10)k k

y x A B x L g x

y x L A k






  

  
 

which gives 

1
0

1
1 0

1
2 1

1
3 2

( ) ( ),

( ) ( ),

( ) ( ),

( ) ( ), (11)

y x A Bx L g x

y x L A

y x L A

y x L A









  

 

 

 



  

The series solution of y(x) defined by (7) follows immediately. 

The main advantage of using this choice for the operator L is that it tackles the differential equation 
directly without any need for a transformation formula. 

 

Example 1: 

Solve the following linear singular initial value problem by using Adomian decomposition method. 

2 32
'' ' 6 12 ,

(0) 0, '(0) 0. (12)

y y y x x x
x

y y

     

 
 

Solution 

Firstly we have to re-write the given DE in an operator form as 

2 36 12 . (13)Ly x x x y      

Applying L−1 to both sides of (13) and using the initial condition we obtain 

1 1 1 1 2 1 3 1(6) 12 ( ) ( ) ( ) ( ). (14)L Ly L L x L x L x L y           

As,  
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1 1

2 2

0 0

2 2

0 0 0

0

2
( )

2

2 2

( ) (0) ( ),

x x

x x x

x

L L y L y y
x

x x y y dxdx
x

x x y xy dx xy dx dx

y dx y x y y x

 





    
 

    
 

 
     

 

   

 

  



 

 1 2 2

0 0

3
2 2

0 0

(6) 6

6 2 ,
3

x x

x x

L x x dxdx

x
x dx xdx x

 





 
   

 

 

 
 

 1 2 2

0 0

4
2 2 3

0 0

12 ( ) 12

12 3 ,
4

x x

x x

L x x x x dxdx

x
x dx x dx x

 





 
   

 

 

 
 

4 5
1 2 1 3( ) and ( ) .

20 30

x x
L x L x     

Putting all these values in Eq.(14), 

 2 3 4 5 11 1
.

20 30
15y x x x x L y       

Proceeding as before we obtain the recursive relationship 

 

2 3 4 5
0

1
1

1 1
( )

20 30

( ) ( ), 0. 16k k

y x x x x x

y x L y k


   

  
  

Consequently, the first few components are as 
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2 3 4 5
0

1 4 5 6 7
1 0

1 6 7 8 9
2 1

1 8 9
3 2

1 1
,

20 30
1 1 1 1

( ) ,
20 30 840 1680
1 1 1 1

( ) ,
840 1680 60480 151200

1 1
( ) ..., (17)

60480 151200

y x x x x

y L y x x x x

y L y x x x x

y L y x x







   

      

      

     

 

Other components can be evaluated in a similar manner. Substituting these values in Eq.(7) and 
after cancellation, we have 

2 3(x) , (18)y x x   

Which is the exact solution. 

 

Example 2: 

Solve the following nonlinear singular initial value problem by using Adomian decomposition 
method. 

 

2
'' ' 6 4 ln ,

(0) 11, '( 90) 0.

y y y y y
x

y y

  

 
 

Solution 

Re-write the given DE in an operator form as 

4 ln 6 (20)Ly y y y   

Applying L−1 to both sides of (20) and using the initial condition we obtain 

   
   

1 1 1

1 1

4 ln 6

( ) 1 4 ln 6 (21)

L Ly L y y L y

y x L y y L y

  

 

 

  
 

Proceeding as previous example we obtain the recursive relationship 

 
0

1 1
1

( ) 1,

( ) 6 ( 2) 4 ( ), 0. 2k k k

y x

y x L y L A k 




  
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The Adomian polynomials for the nonlinear term F(y)= y lny are computed as follows: 

 

0 0 0

1 1 0 1 0

2 2
1 1

2 2 0 0 2 0
0

3 3
1 1 2 1

3 3 0 1 2 0 0 3 0 2
0 0

ln( ),

'( ) (1 ln ),

'( ) ''( ) (1 ln ) ,
2 2

'( ) ''( ) '''( ) (1 ln 3,
6

2)
6

A y y

A y F y y y

y y
A y F y F y y y

y

y y y y
A y F y y y F y F y y y

y y



  

    

      

  

which are obtained by using reference list of the Adomian polynomials given in lecture 32. 

By putting (23) into (22), we get the following components 

 

0

1 1 2
1 0 0

1 1 4
2 1 1

1 1 6
3 2 2

1 1 8
4 3 3

1 1 10
5 4 4

1,

6 ( ) 4 ( ) ,

1
6 ( ) 4 ( ) ,

2!
1

6 ( ) 4 ( ) ,
3!
1

6 ( ) 4 ( ) ,
4!
1

6 ( ) 244 ( ) ,
5!

y

y L y L A x

y L y L A x

y L y L A x

y L y L A x

y L y L A x

 

 

 

 

 



  

  

  

  

  

  

and so on. In view of above equation, the solution in a series form is given by 

 2 4 6 8 101 1 1 1
( ) 1 ......,

2
2

! 3!
5

4! 5!
y x x x x x x         

and in the closed form 

 2

26( ) .xy x e   
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GENERALIZATION: 

Replace the standard coefficient of y' in (2) by n/x, for real n; n≥0. In other words, a general 
equation 

 '' ' ( , ) ( ), 0, 27
n

y y f x y g x n
x

      

with initial conditions 

 (0) , '(0) 8, 2y A y B    

can be formulated. 

Here, the differential operator is defined as 

 , 29n n
n

d d
L x x

dx dx
    

 
  

for which the inverse operator L-1 is expressed by 

 1

0 0

(.) (.) . 30
x x

n n
nL x x dxdx     

Applying Ln
-1 to both sides of (27) yields 

 1 1( ) ( ) ( , ). 31n ny x A Bx L g x L f x y       

Proceeding as before we obtain 

 

1
0

1
1

( ) ( ),

( ) , 20, 3

n

k n k

y x A Bx L g x

y x L A k






  

  
  

where Ak are Adomian polynomials that represent the nonlinear term f(x, y). In view of (32), the 
components of the function y(x) can be elegantly determined. The slight change we imposed on 
defining the operator Ln in (29), in terms of the first two derivatives, was successful to overcome 
the singularity issue for n≥0. To illustrate the generalization discussed above, we discuss an 
example: 
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Example 3: 

Solve the following nonlinear singular initial value problem by using Adomian decomposition 
method. 

 

6
'' ' 14 4 ln ,

(0) 1, '(0) . 30 3

y y y y y
x

y y

   

 
  

Solution 

In an operator form, given differential equation becomes 

 3( ) 14 44 ln .nL y y y y     

Recall that the operator Ln is defined by 

 6 6 , 35n

d d
L x x

dx dx
    

 
 

for which the inverse operator Ln
-1 is expressed by 

 1 6 6

0 0

(.) (.) . 36
x x

nL x x dxdx     

Operating Ln
-1 on both sides of (34) we have 

 1 11 14 ( ) 4 ( n ). 37ln ny L y L y y      

Proceeding as before we obtain the recursive relationship 

 
0

1 1
1

( ) 1,

( ) 14 ( ) 4 ( ), 0. 38k n k n k

y x

y x L y L A k 




   
  

The Adomian polynomials for the nonlinear term F(y)= y lny are computed before in (23). 
Substituting (23) into (38) gives the components 
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 

0

1 1 2
1 0 0

1 1 4
2 1 1

1 1 6
3 2 2

1 1 8
4 3 3

1 1 10
5 4 4

1,

14 ( ) 4 ( ) ,

1
14 ( ) 4 ( ) ,

2!
1

14 ( ) 4 ( ) ,
3!

1
14 ( ) 4 ( ) ,

4!
1

14 ( ) 4 ( ) 9
!

3,
5

n n

n n

n n

n n

n n

y

y L y L A x

y L y L A x

y L y L A x

y L y L A x

y L y L A x

 

 

 

 

 



    

   

    

   

    

  

so that other components can be evaluated in a similar manner. In view of (39), the solution in a 
series form is given by 

 2 4 6 8 101 1 1 1
( ) 1 ......,

2
4

! 3!
0

4! 5!
y x x x x x x         

and in closed form 

 2

41( ) .xy x e   

 

ADOMIAN DECOMPOSITION METHOD FOR EMDEN–FOWLER EQUATION 

Many problems in the literature of mathematical physics can be distinctively formulated as 
equations of Emden–Fowler type defined in the form 

0

2
( ) ( ) 0, (0) , (0) 0, (42)y y af x g y y y y

x
         

where f(x) and g(y) are some given functions of x and y respectively. For f(x)=1 and g(y)=yn, 
Eq.(42) becomes the standard Lane–Emden equation. 

The standard coefficient of y' in Emden–Fowler equation is 2/x. However, if we replace 2/x by r/x, 
for real r, r≥0, then we write down Emden–Fowler equation in general as 

( ) ( ) 0, 0 (43)
r

y y af x g y r
x

      

with boundary conditions given by 

(0) , (0) 0. (44)y y    
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Introducing the differential operator 

, (45)r rd d
L x x

dx dx
    

 
 

for which the inverse operator L-1 is expressed by 

1

0 0

(.) (.) . (46)
x x

r rL x x dxdx     

In an operator form, Eq. (43) may be rewritten as 

( ) ( ). (47)Ly af x g y   

Operating with L-1 on (47), we have 

 1 ( ) ( ) (48)y aL f x g y    

The slight change we imposed in defining the operator L in (45), in terms of the first two 
derivatives, was successful to overcome the singularity issue for r≠0. 

As discussed above, Adomian decomposition method introduces the decomposition series 

0

( ) ( )n
n

y x y x




   and the infinite series of polynomials 

0 1
0

( ) ( , , , ), (49)n n
n

f y A y y y




   

where the components yn(x) of the solution y(x) will be determined recurrently, and An are Adomian 
polynomials. Substituting the value of y(x) and (49) into (48) gives 

1
0 1

0 0

( ) ( ) ( , , , ) . (50)n n n
n n

y x aL f x A y y y
 



 

    
 

   

Identifying y0(x)=α, the recursive relation 

 
0

1
1

( ) ,

( ) ( ) , 0 (51)k k

y x

y x aL f x A k








  
 

or equivalently 

 

0

1

0 0

( ) ,

( ) ( ) , 0 (52)
x x

r r
k k

y x

y x a x x f x A dxdx k








   
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will lead to the complete determination of the components yn(x)  of y(x). The series solution of y(x) 
follows immediately. 

 

Example 4: 

Solve the following equation by using Adomian decomposition method. 

8
18 4 ln ,y y ay ay y

x
      

where the boundary conditions are given by 

(0) 1, (0) 0.y y   

Solution 

Using the recursive relation (52) yields 

0

1 1
1

( ) 1

( ) 18 ( ) 4 ( ), 0 (53)k k k

y x

y x aL y aL A k 




   
 

The first few Adomian polynomials for g(y)=ylny are given by 

0 0 0

1 1 0

2
1

2 2 0
0

ln ,

(1 ln ),

(1 ln ) . (54)
2

A y y

A y y

y
A y y

y


 

  

 

Using (53) yields 

0

1 1 2
1 0 0

2
1 1 4

2 1 1

3
1 1 6

3 2 2

1,

18 ( ) 4 ( ) ,

18 ( ) 4 ( ) ,
2

18 ( ) 4 ( ) . (55)
6

y

y aL y aL A ax

a
y aL y aL A x

a
y aL y aL A x

 

 

 



    

   

   

 

Consequently, the series solution is 

2 3
2 4 3( ) 1 (56)

2! 3!

a a
y x ax x x      

and in a closed form by
2

( ) .axy x e  
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ADOMIAN DECOMPOSITION METHOD FOR BRATU-TYPE EQUATIONS 

The standard Bratu’s boundary value problem in one-dimensional planar coordinates is of the form 

'' 0, 0 1,

(0) (1) 0.

uu e x

u u

   
 

 

The Bratu model appears in a number of applications such as the fuel ignition of the thermal 
combustion theory. It stimulates a thermal reaction process in a rigid material where the process 
depends on the balance between chemically generated heat and heat transfer by conduction. 

  

Example 5: 

Solve the following Bratu-type model equation by using Adomian decomposition method. 

 2'' 0, 0 1,

(0) (

5

1)

7

0.

uu e x

u u

   

 
 

Solution 

The given problem can be written in an operator form as 

 2 0, 0 1,

(0) (

8

1 0,

5

)

uLu e x

u u

   

 
 

where L is the differential operator given by 

2

2
L

x





. 

The inverse L-1 is assumed to be a two-fold integral operator given by 

1

0 0

(.) (.) .
x x

L dxdx     

Applying the inverse operator L-1 on both sides of (58) and using the initial condition u (0) = 0, we 
find 

 1 2( ) ( ), 59uu x ax L e   

where a=u'(0). Substituting (7) and (8) into the functional equation (59) gives 

 1 2

0 0

6( ) , 0n n
n n

u x ax L A
 



 

    
 

   
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where An are the so-called Adomian polynomials. Identifying the zeroth component u0(x) by ax, 
the remaining components un(x), n≥1 can be determined by using the recurrence relation 

 
0

2 1
1

( ) ,

( ) 61( ), 0k k

u x ax

u x L A k 




 
 

where Ak are Adomian polynomials that represent the nonlinear term eu and given by 

 

0

1 1

2
2 2 1

3
3 3 1 2 1

2 2 4
4 4 1 3 2 1 2 1

,

,

1
,

2

1
,

6

1 1 1
,

2 2 24

...

62

o

o

o

o

o

u

u

u

u

u

A e

A u e

A u u e

A u u u u e

A u u u u u u u e





   
 
    
 
      
 

 

Other polynomials can be generated in a similar way to enhance the accuracy of approximation. 
Combining (61) and (62) yields 

0

2

1 2

4
2

2 4

6
3 2 2 2

3 6

( ) ,

( ) ( 1),

( ) ( 4 4 2 5),
4

( ) ( 6 (1 ) 3 (2 6 5) 6 22) ,
12

(63)

ax

ax ax ax

ax ax ax

u x ax

u x e ax
a

u x e axe e ax
a

u x e e ax e a x ax ax
a









    

      

       



 

In view of (63), the solution u(x) is readily obtained in a series form by 

2 4
2

2 4

6
3 2 2 2

6

( ) ( 1) ( 4 4 2 5)
4

( 6 (1 ) 3 (2 6 5) 6 22)
12

,

ax ax ax ax

ax ax ax

u x ax e ax e axe e ax
a a

e e ax e a x ax ax
a

 



          

       



 

or equivalently 
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2 2 2 2 4 2 3 4
2 3 4 5

4 2 2 4 6 4 3 2 5 6
6 7

4
( )

2! 3! 4! 5!

11 4 26 34

6! 6!

,

1
( ) ln 1 cos .

2

a a a a
u x ax x x x x

a a a a a
x x

u x x

     

     



    
       

   
      

    
   



             

 

Exercises 

Solve the following problems by using Adomian decomposition method. 

1. 
22

'' ' 2(2 3) ,

(0) 1, '(0) 0.

y y x y
x

y y

  

 
 

 

2. 
/25

'' ' 8 ( 2 ) 0,

(0) 0, '(0) 0.

y yy y a e e
x

y y

   

 
 

 
 

3. 
2'' 0, 0 1,

(0) (1) 0.

uu e x

u u

    
 
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Lecture 34 

Convergence of Adomian Decomposition Method 
 

In this lecture the rate of convergence of Adomian decomposition method will be discussed. 
Cherruault, proposed a new definition of the technique to prove the convergence, of this method, 
under suitable and reasonable hypothesis. We used Cherruault’s definition and consider the order 
of convergence of the method. 

THE ADOMIAN DECOMPOSITION METHOD FOR FUNCTIONAL EQUATIONS 

Consider the functional equation 

, (1)y Ny f   

where N is a non-linear operator from a Hilbert space H into H, f is a given function in H and we 
are looking for yϵH satisfying (1). 

As the initial Adomian technique considers of representing y as a series 

0

, (2)i
i

y y




  

and the non-linear operator as the sum of the series 

0

,n
n

Ny A




  

The method consist of the scheme: 

 0

1 0 1

,

( , , , ),
3

k n n

y f

y A y y y


  

 

where An’s are polynomials in y0, y1, . . . , yn called Adomian polynomials, obtained by 

0 0

1
; 0,1, 2,

!

n
i

n in
i

d
A N y n

n d







 

     
  
   

The Adomian technique is equivalent to determining the sequence 

1 2 ,n nS y y y     
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by using the iterative scheme 

 0

1 0

0,
4

( ).n n

S

S N y S


  

 

Associated with the functional equation 

0( ). (5)S N y S   

For the study of the numerical resolution of (4) Cherruault used fixed point theorem. 

 

Theorem. 

Let N  be an operator from a Hilbert space H in to H and y be the exact solution of (1). 
0

,i
i

y



  

which is obtained by (3), converges to y when  10 1, , 0 .k ky y k N         

Proof. 

We have 

0

1 1

2 1 2

1 2

0,

,

,

... ,n n

S

S y

S y y

S y y y



 

   


 

and we show that,   0n n
S




 is a Cauchy sequence in the Hilbert space H . For this reason, consider,  

2 1
1 1 1 0... .n

n n n n nS S y y y y   
         

But for every , , ,n m N n m  we have  

     
     

 

1 1 2 1

1 1
1 1 2 1

1
1 2

...

... ...

... .
1

n m n n n n m m

n n m
n n n n m m o o o

m
m m

o o

S S S S S S S S

S S S S S S y y y

y y

  

 


   

 
   


 

       

          

   


 

Hence,
,
lim 0,n mn m

S S


   i.e.,  0n n
S




 is a Cauchy sequence in the Hilbert space H  and it implies 

that , , lim ,n
n

S S H S S


    



Advanced Differential Equations (MTH701) VU 
 

352 
 

i.e., 
0

.n
n

S y




  But, to solve Eq. (1) is equivalent to solving Eq. (5) and it implies that if N  be a 

continuous operator then 

 0 0 0 1( ) lim ( ) lim ( ) lim ,n n nn n n
N y S N y S N y S S S  

        

i.e., S is a solution of Eq. (1), too. 

 

Definition. For every  0i N   we define 

1 , 0,
(6)

0, 0.

i
i

ii

i

y
y

y

y





 
 

 

Corollary. 

In above theorem, 
0

i
i

y



  converges to exact solution y , when 0 1, 1, 2,3, .i i     □ 

The standard Adomian decomposition method usually defines the equation in an operator form by 
considering the highest-ordered derivative in the problem 

,
n

n

d
L

dx
  

So 

1

0 0 0

(.) (.) .
x x x

L dxdx dx       

 

Example 1. 

Consider the initial value problem 

2 2 4 3 2(1 ) 2 2 2 2,

(0) 1. (7)

y x y x x x x

y

       

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Solution: 

In an operator form, (7) becomes 

 4 3 2 2 22 2 2 2 (1 ) , (8)Ly x x x x x y        

where 

,
d

L
dx

  

and 

1

0

(.) (.) .
x

L dx    

By applying L-1 on the both sides of (8), we obtain 

   1 4 3 2 1 2 22 2 2 2 (1 ) (0). (9)y L x x x x L x y y          

So, we have 

 
 

 
1 4 3 2

0

1 2
1

2 2 2 2 (0),
10

(1 ) , 0n n

y L x x x x y

y L x A n






      


   
 

where An’s are Adomian polynomials for the nonlinear term y2, as 

2
0 0

1 0 1

2
2 0 2 1

3 0 3 1 2

,

2 ,

2 ,

2 2 ,

A y

A y y

A y y y

A y y y y




 
 



 

which are obtained by using a reference list of the Adomian polynomials given in lecture 32. 

Hence 

   

5 4 3
2

0

1 2 2 1 2 2
1 0 0

13 12 11 10 9 8 7 6 5 4 3
2

2
2 1,

5 2 3

(1 ) (1 )

167 19 497 3 311 68 32 7 7
2 ,

325 60 3300 150 1620 5 315 45 15 3 3

x x x
y x x

y L x y L x y

x x x x x x x x x x x
x x

 

     

     

             


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By computing αi’s for this problem, we have 

1
0

0

2
1

1

1.5750915 1,

2.9244392 1,

y

y

y

y





  

  



 

Here, αi’s are not less than one and thus standard Adomian decomposition method is not 
convergent. So, the standard Adomian decomposition method may be divergent, even, to solve a 
simple nonsingular initial value problem. 

 

Now we focus on singular ODEs. For this reason, consider the Lane–Emden equation formulated 
as 

2
'' ' ( , ) ( ), 0 1, (11)

(0) , '(0) ,

y y F x y g x x
x

y A y B

    

 
 

where A and B are constants,  F(x, y) is a continuous real valued function, and    0,1g x C . 

Usually, the standard Adomian decomposition method may be divergent to solve singular Lane–
Emden equations. To overcome the singularity behavior, Wazwaz defined the differential operator 
L in terms of two derivatives contained in the problem. He rewrote (11) in the form 

( , ) ( ),Ly F x y g x    

where the differential operator L is defined by 

2 2 .
d d

L x x
dx dx

    
 

 

There is an example of the form (11) that both standard and modified Adomian decomposition 
methods are convergent. 

 

Example 2. 

Consider the linear singular initial value problem 

5 32
'' ' 30 ,

(0) 0, '(0) 0. (12)

y y y x x
x

y y

   

 
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Solution: 

Standard Adomian method: 

In the operator form, (12) becomes 

5 3 2
30 ', (13)Ly x x y y

x
     

where 

2

2
,

d
L

dx
  

so 

1

0 0

(.) (.) .
x x

L dxdx     

By applying L-1 on the both sides of (13), we obtain 

 1 5 3 1 2
30 (0) (0) ' y .y L x x y xy L y

x
         

 
 

We obtain the recursive relationship 

 1 5 3
0

1
1

30 (0) (0),

2
' y , 0n

y L x x y xy

y L y n
x






    

       

 

 

Consequently, the first few components are as 

5 7

0

5 7 9

1

5 7 9 11

2

3
,

2 42

3 11
,

4 252 3024

3 7 25
, (14)

8 216 36288 332640

x x
y

x x x
y

x x x x
y

 

   

   



 

and 
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0

1

2

0.5178432480 1,

0.5118817363 1,

0.5079364636 1,





 
 
 



 

Hence the standard Adomian decomposition method is convergent. 

 

Modified Adomian method: 

 In an operator form Eq. (12) becomes 

5 330 , (15)Ly x x y    

where 

2 2 .
d d

L x x
dx dx

    
 

 

The inverse operator L-1 is therefore expresses as 

1 2 2

0 0

(.) (.) .
x x

L x x dxdx     

Operating with L-1 on (15), it follows 

 1 5 3 1( ) (0) 30 ( ),y x y L x x L y      

Proceeding as in previous lecture, we obtain 

 1 5 3
0

1
1

( ) (0) 30 ,

( ) ( ), 0.n n

y x y L x x

y x L y n






  

  
 

This gives the first few components 

7
5

0

7 9

1

9 11

2

,
56

,
56 5040

, (16)
5040 665280

x
y x

x x
y

x x
y

 

  

 


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and 

0

1

0.01521198194 1,

0.009843639085 1, (17)




 
 


 

The obtained results in (14) and (16) show that the rate of convergence of modified Adomian 
method is higher than standard Adomian method for this problem. 

 

Exercises 

 

1. Check the convergence of linear nonsingular initial value problem, 
 

2 2,

(0) 0, (0) 0.

y y x

y y

   
 

 

 
2. Check the convergence of linear singular initial value problem 

 

2 32
'' ' 6 12 ,

(0) 0, '(0) 0.

y y y x x x
x

y y

     

 
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Lecture 35 

Adomian Method for Higher-Order Ordinary Differential 
Equations 

It is  p ossible to  mo del many o f th e p hysical e vents th at ta ke p lace i n n ature u sing l inear a nd 
nonlinear di fferential e quations. T his m odelling e nables us  to unde rstand a nd i nterpret t he 
particular event in a much better manner. Thus, finding the analytical and approximate solutions 
of such models with initial and boundary conditions gain importance. Differential equations have 
had a n i mportant pl ace i n e ngineering s ince m any years. S cientists an d en gineers generally 
examine systems that undergo changes. 

Many m ethods ha ve be en de veloped t o de termine t he a nalytical a nd a pproximate s olutions of  
linear and nonlinear differential equations with initial and boundary value conditions and among 
these m ethods, t he Adomian de composition m ethod ( ADM), h omotopy pe rturbation m ethod, 
variational iteration method, and homotopy analysis method can be listed. 

Recall that in  previous lectures solving differential equations, solutions are usually obtained as 
exact solutions defined in closed form expressions, or as series solutions normally obtained from 
concrete problems. 

To a pply t he A domian de composition m ethod for s olving nonl inear or dinary differential 
equations, we consider the equation 

( ) ( ) ( ), (1)Ly R y F y g x+ + =  

where the differential operator L may be considered as the highest order derivative in the equation, 
R is the remainder of the differential operator, F(y) expresses the nonlinear terms, and g(x) is an 
inhomogeneous term. If L is a first order operator defined by 

,dL
dx

=  

then, we assume that L is invertible and the inverse operator L−1 is given by 

1

0
1

(.) (.) .

( ) ( ) (0).

x

L dx

L Ly y x y

−

−

=

⇒ = −

∫  
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However, if L is a second order differential operator given by 

2

2(.) (.),dL
dx

=  

and therefore the inverse operator L−1 is defined by 

1

0 0
1

(.) (.)

( ) ( ) (0) (0)

x x

L dxdx

L L y y x y xy

−

−

=

′⇒ = − −

∫ ∫  

In a parallel manner, if L is a third order differential operator, we can easily show that 

1 21( ) ( ) (0) (0) (0)
2!

L L y y x y xy x y− ′ ′′= − − −  

For higher order operators we can easily define the related inverse operators in a similar way. 

Applying L−1 to both sides of (1) gives 

1 1 1
0( ) ( ) ( ) ( ), (2)y x L g x L R y L F yψ − − −= + − −  

Where 

 

2

2

3
2

0 3

4
2 3

4

5
2 3 4 (4)

5

(0), for ,

(0) (0), for ,

1(0) (0) (0), for , (
2!
1 1(0) (0) (0) (0), for ,
2! 3!
1 1 1(0) (0) (0) (0) (0), for ,
2! 3! 4!

dy L
dx
dy xy L
dx
dy xy x y L
dx
dy xy x y x y L
dx
dy xy x y x y x y L
dx

ψ

 =

 ′+ =

 ′ ′′= + + =



′ ′′ ′′′+ + + =

 ′ ′′ ′′′+ + + + =

3)  

and so on.  
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The A domian decomposition m ethod a dmits t he de composition of  y into an in finite s eries o f 
components 

0
( ) , (4)n

n
y x y

∞

=

=∑  

and the nonlinear term F(y) be equated to an infinite series of polynomials 

0
( ) , (5)n

n
F y A

∞

=

=∑  

where An are the Adomian polynomials. Substituting (4) and (5) into (2) gives 

1
0

0

1

0

1

0
( ) (. 6)n n n

n n n
L g x L yRy ALψ

∞ ∞
−

∞

= = =

− −   
   


= + − −
  

∑ ∑ ∑  

The va rious c omponents yn of t he s olution y can be  e asily de termined by us ing t he recursive 
relation 

( ) ( )

1
0

1
0

1
1 ,

( ),

0. (7)n n n

y
y y A n

L g x
L R L

ψ

+

−

− −

 =


= ≥

+

− −
 

Consequently, the first few components can be written as 

( ) ( )
( ) ( )
( ) ( )

1
0

1 1

1

0

1 0 0

2 1

3
1

2 2

1

1

1

,

,

(8)

(

.

),L g x
L R L

L R L

L R L

y
y y A

y y A

y y A

ψ −

− −

− −

− −

 =


=

+

− −

− −

−


=

= −







 

Having determined the components yn, n≥0, the solution y in a series form follows immediately. 
As stated before, the series may be summed to provide the solution in a closed form. However, for 
concrete problems, the n−term partial sum 

1

0
,

n

n k
k

yφ
−

=

=∑  

may be used to give the approximate solution. 
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Example 1: 

Use t he A domian de composition m ethod to f ind t he s olution of t he f ollowing s econd order 
nonlinear ordinary differential equation 

( )2 2 1 sin ; (0) 0, (0) 1. (9)y y y x y y′′ ′ ′+ + = − = =  

Solution 

In an operator form, the given equation can be written as 

( )2 21 sin , (10)Ly x y y′= − − −  

where L is a second order differential operator. It is clear that L−1 is invertible and given by 

1

0 0

(.) (.) .
x x

L dxdx− = ∫ ∫  

Applying L−1 to both sides of (10) and using the initial condition we obtain 

( ) ( )( )
( )( )

( )( )
( )( )

21 1 1 2

2
21 2

2
21 2

2
21 2

1 sin , (11)

( ) (0) (0) sin ,
2

sin ,
2

( ) sin . (12)
2

L Ly L x L y y

xy x y xy x x L y y

xx x x L y y

xy x x L y y

− − −

−

−

−

′= − − +

′ ′⇒ = + + + − − +

′= + + − − +

′= + − +

 

The de composition m ethod s uggests t hat t he s olution y(x) b e expressed b y t he de composition 
series 

0
( ) ( ), (13)n

n
y x y x

∞

=

=∑  

and the nonlinear terms ( )2 2y y′ +  be equated to 

( )2 2

0
, (14)n

n
y y A

∞

=

′ + =∑  

where yn(x), n≥0 are the components of y(x) that will be determined recursively, and An, n≥0 are 
the Adomian polynomials that represent the nonlinear term ( )2 2y y′ + . 
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Inserting equations (13) and (14) into (12), gives 

2
1

0 0
( ) sin

2n n
n n

xy x x L A
∞ ∞

−

= =

 = + −  
 

∑ ∑  

The zeroth component y0 is usually defined by all terms that are not included under the operator 
L−1. The remaining components can be determined recurrently such that each term is determined 
by us ing t he pr evious component. Consequently, t he components of  y(x) can  be el egantly 
determined by using the recursive relation 

2

0

1
1

( ) sin ,
2

( ) ( ), 0, (15)k k

xy x x

y x L A k−
+

= +

= − ≥
 

Note that the Adomian polynomials An for the nonlinear term ( )2 2y y′ +  were determined before 
by using Adomian algorithm and are calculated as 

( )

( )
( ) ( ) ( )

2 2
0 0 0

1 0 1 0 1

2 2
2 0 2 0 2 1 1

,

2 ,

2 , 16

A y y

A y y y y

A y y y y y y

′= +

′′= +

′′ ′= + + +

 

and s o on. U sing t hese pol ynomials i nto ( 15), the f irst f ew c omponents c an be  determined 
recursively by 

( )( )
( )( ) ( )

2

0

2 3 4 6
21 2

1 0 0

3 4 5
1

2 0 1 0 1

sin ,
2

,
2 3 12 120

22 , 17
3 3 15

xy x

x x x xy L y y

x x xy L y y y y

−

−

= +

′= − + = − − − −

′′= − + = + + +

 

Consequently, the solution in a series form is given by  

2 2 3 4 6 3 4 52( ) sin
2 2 3 12 120 3 3 15
x x x x x x x xy x x= + − − − − + + + + 

After cancellation of terms, we have 

( ) sin .y x x=  
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Example 2: 

Find the solution of the following third order nonlinear ordinary differential equation by using the 
Adomian decomposition method. 

( ) ( )2 2(3) ( ) ( ) ( ) 2 cos ;
(0) 0, (0) 2, (0) 0. (18)

y x y x y x x
y y y

′′ ′+ + = +

′ ′′= = =
 

Solution 

In an operator form, the given equation becomes 

( ) ( )2 22 cos , (19)Ly x y y′ ′′= + − −  

where L is a third order differential operator. It is clear that L−1 is invertible and given by 

1

0 0 0

1 2

(.) (.)

1( ) ( ) (0) (0) (0).
2!

x x x

L dxdxdx

L L y y x y xy x y

−

−

=

′ ′′= − − −

∫ ∫ ∫
 

So by applying L−1 on both sides of (19), we have 

( ) ( ) ( )( )
( ) ( )( )
( ) ( )( )

2 22 1 1

3
2 21

3
2 21

1( ) (0) (0) (0) 2 cos ,
2!

( ) 2 sin ,
3

( ) 3 sin , (20)
3

y x y xy x y L x L y y

xy x x x x L y y

xy x x x L y y

− −

−

−

′ ′′ ′ ′′− − − = + − +

′ ′′− = + + − +

′ ′′= + + − +

 

We n ext r epresent t he l inear t erm y(x) b y t he de composition s eries of  c omponents yn(x), n≥0, 
equate the nonlinear term 2y′  by the Adomian polynomials An, n≥0, and equate the nonlinear term 

2y′′ by the series of Adomian polynomials Bn, n≥0, to find 

3
1

0 0 0
( ) 3 sin ,

3n n n
n n n

xy x x x L A B
∞ ∞ ∞

−

= = =

 = + + − + 
 

∑ ∑ ∑  
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Identifying the zeroth component y0, and following the decomposition method we set the recursive 
relation 

( )

3

0

1
1

( ) 3 sin ,
3

( ) , 0, (21)k k k

xy x x x

y x L A B k−
+

= + +

= − + ≥
 

Consequently, for finding the first few components of the solution proceeds as 

( )

( )

( )
( ) ( )

1
1 0 0

22 2
0 0

4 2 2 2
0

22 2 2
0 0

1 1 4 2 2
1 0 0

3 5 7
1

( )
As

3 cos

6 9 6cos 2 cos cos
and

2 sin 4 4 sin sin

10 10 6cos 2 cos 4 sin

2 2 1
3 15 210

y x L A B

A y x x

A x x x x x x

B y x x x x x x

y L A B L x x x x x x x

y x x x

−

− −

= − +

′= = + −

= + + − − +

′′= = + = + +

= − + = − + + − − +

= − − −

 

Similarly you can find A1 and B1 by using Adomian algorithm, as 

( )

1 0 1

8 6 4 2 6 4 2
1

6 4 2 5 3
1 0 1

1
2 1 1

5 7 9 11
2

2
1 23 1 48 12 cos cos 4 cos

15 15 15 3
and

4 32 2 162 16 8 sin sin sin
5 3 5 3

2 26 17 1
5 315 3780 14850

A y y

A x x x x x x x x x x

B y y x x x x x x x x x

y L A B

y x x x x

−

′ ′=

= − − − − + + +

′′ ′′= = − − − − − −

= − +

= + + +

 

Consequently, the solution in a series form is given by 

3
3 5 7 5 7 9 11

3 5

2 2 1 2 26 17 1( ) 3 sin
3 3 15 210 5 315 3780 14850

1 4sin 3
3 15

xy x x x x x x x x x x

x x x x

= + + − − − + + + + +

= + − + +




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Example 3: 

Consider the linear boundary value problem 

(3) 3 ,
(0) 0, (1) 0, (0) 1. (22)

xy y e
y y y

= −
′ = = =

 

Find its approximate solution by using Adomian decomposition method. 

Solution 

In operator form the given differential equation becomes 

3 ,xLy y e= −  

where L is a third order differential operator. It is clear that L−1 is invertible and given by 

1

0 0 0

(.) (.)
x x x

L dxdxdx− = ∫ ∫ ∫  

So by applying L−1 on both sides of above equation, we have 

2 1 111 (3 ) ( ) , (23)
2

xy Ax L e L y− −= + − +  

where (0)A y′′= . Using 
0

( ) ( ),n
n

y x y x
∞

=

=∑ in (23) 

2 1 1

0 0

1( ) 1 (3 ) ( ) ,
2

x
n n

n n
y x Ax L e L y x

∞ ∞
− −

= =

 = + − +  
 

∑ ∑  

( )

2 1
0

1
1

1( ) 1 (3 ),
2

( ) ; 0

x

n n

y x Ax L e

y x L y n

−

−
+

⇒ = + −

= ≥
 

The constant A in the reduction formula will be determined using boundary conditions (22) after 
finding the decomposition series. From the reduction relation, we can obtain the solution terms of 
the decomposition series as 
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( )

( )

2
0

4
1 2 3 5

1 0

3 4 5 6
1 2

2 1

7
8

1( ) 4 3 3 ( 3) ,
2

3 2 ( 3)( ) 3 3 3 ,
2 3 8 120
3( ) 1 3 3
2 2 8 40 180

( 3) ,
1680 40320

x

x

x

y x x e A x

x Ay x L y x e x x x

x x x xy x L y x e x

x A x

−

−

= + − + +

+
= = + − + + + +

= = + − + + + + +

+
+ +



 

Consequently, the approximate solution obtained by using Adomian decomposition method using 
the first three terms of the given problem in a series form is given by 

4 6 7
2 3 5 81 7 ( 6) ( 3)( ) 8 9 9 ( 9) .

2 6 4 120 180 1680 40320
x x A x x Ay x x e A x x x x+ +

= + − + + + + + + + +  

 

Example 4: 

Consider the fourth order linear nonhomogeneous differential equation 

(4) 2 8 ,xy y y e′′− + = −  

with the boundary conditions  

(0) (0) 0, (1) (1) . (24)y y y y e′′ ′ ′′= = = = −  

Solution 

In operator form the given differential equation becomes 

2 8 .xLy y y e′′= − −  

Here, 

4
1

4
0 0 0 0

, (.) (.) ,
x x x xdL L dxdxdxdx

dx
−= = ∫ ∫ ∫ ∫  

are the derivative and integral operators. 
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Apply the inverse operator and initial conditions are taken, we find 

( ) ( ) ( )3 1 1 11( ) 8 2 , (25)
3!

xy x Ax Bx L e L y L y− − −′′= + − + −  

where (0) (0)A y and B y′ ′′′= = . Using 
0

( ) ( ),n
n

y x y x
∞

=

=∑ in (25) 

( )3 1 1 1

0 0 0

1( ) 8 2 ( ) ( ) , (26)
3!

x
n n n

n n n
y x Ax Bx L e L y x L y x

∞ ∞ ∞
− − −

= = =

   ′′= + − + −   
   

∑ ∑ ∑  

whereas the reduction formula given below can be written using (26), 

( )

( ) ( )

3 1
0

1 1
1

1( ) 8 ,
3!

( ) 2 ; 0

x

n n n

y x Ax Bx L e

y x L y L y n

−

− −
+

= + −

′′= − ≥
 

The A and 𝐵𝐵 constants in the reduction formula will be determined using boundary conditions (24) 
after f inding the decomposition series. From the reduction relation, we can obtain the solution 
terms of the decomposition series as 

( ) ( )

( ) ( )

2 3
0

1 1
1 0 0

3 4
2 5

6
7

1 1
2 1 1

3 4 5 6
2 7

8

1( ) 8 8 (8 ) 4 (8 ) ,
6

( ) 2

4 18 8 8 4 ( 8 2 )
3 3 120

(8 ) ,
90 5040

( ) 2

4 18 8 8 4 ( 2 4)
3 3 15 90 2520

(A 4 24)
1680 362880

x

x

x

y x e A x x B x

y x L y L y

x xe x x A B x

x B x

y x L y L y

x x x xe x x A B x

x B

− −

− −

= − + + + + +

′′= −

= − + + + + − − + −

+
− −

′′= −

= − + + + + − + − − −

− −
− +

10
9 11(8 ) ,

453600 39916800
x Bx x+

+ −


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Consequently, the approximate solution obtained by using Adomian decomposition method 
using the first three terms of the given problem in a series form is given by 

4
2 3 5

8 10
7 9 11

1 2 1( ) 24 24 (24 ) 12 (24 ) (16 2 )
6 3 120

(2A 3 ) (A 4 24) (8 ) .
5040 1680 362880 453600 39916800

x xy x e A x x B x A B x

B x B x Bx x x

= − + + + + + + + − +

− − − +
− − + + −

 

Example 5: 

Consider the linear boundary value problem 

(5) ( ) 15 10 , 0 1x xy x y e xe x= − − < <  

subject to the boundary conditions  

(0) (0) 0, (0) 1, (1) 0, (1) . (27)y y y y y e′′ ′ ′= = = = = −  

Find out the recursive relation for it, by using Adomian decomposition method from which the 
various components yn of the solution y can be determined. 

Solution 

In operator form the given differential equation becomes 

15 10 .x xLy y e xe= − −  

Here, 

5
1

5
0 0 0 0 0

, (.) (.) ,
x x x x xdL L dxdxdxdxdx

dx
−= = ∫ ∫ ∫ ∫ ∫  

are t he d erivative and i ntegral o perators. Apply the i nverse ope rator and i nitial conditions a re 
taken, we find 

( ) ( ) ( )

( )

1 1 1 1

2 3 4

1

( ) 15 10

15 5 5( ) 35 24
2 6 6 24 24

(35 10 ) , (28)

x x

x

L Ly x L e L xe L y

A By x x x x x

x e L y

− − − −

−

= − − +

   ⇒ = − − − + − + +   
   

+ − +

 

where the constants (4)(0) (0)A y and B y′′′= = . Using 
0

( ) ( ),n
n

y x y x
∞

=

=∑ in (28) 
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2 3 4

0

1

0

15 5 5( ) 35 24
2 6 6 24 24

(35 10 ) ( ) , (29)

n
n

x
n

n

A By x x x x x

x e L y x

∞

=

∞
−

=

   = − − − + − + +   
   
 + − +  
 

∑

∑
 

whereas the recursive relation given below can be written using (29), 

( )

2 3 4
0

1
1

15 5 5( ) 35 24 (35 10 ) ,
2 6 6 24 24

( ) ; 0

x

n n

A By x x x x x x e

y x L y n−
+

   = − − − + − + + + −   
   

= ≥
 

The A and 𝐵𝐵 constants in the reduction formula will be determined using boundary conditions (27) 
after finding the decomposition series. 

 

Example 6: 

Consider the nonlinear boundary value problem 

(6) 2( ) ( ), 0 1xy x e y x x= < <  

subject to the boundary conditions  

1 1 1

(0) 1, (0) 1, (0) 1,
(1) , (1) , (1) . (30)

y y y
y e y e y e− − −

′ ′′= = − =

′ ′′= = − =
 

Find out the recursive relation for it, by using Adomian decomposition method from which the 
various components yn of the solution y can be determined. 

Solution 

In operator form the given differential equation becomes 

2 ( ).xLy e y x=  

Here, 

6
1

6
0 0 0 0 0 0

, (.) (.) ,
x x x x x xdL L dxdxdxdxdxdx

dx
−= = ∫ ∫ ∫ ∫ ∫ ∫  

are the derivative and integral operators.  
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Apply the inverse operator and initial conditions are taken, we find 

( )
( )

1 1 2

2 3 4 5 1 2

( ) ( )

1( ) 1 ( ) , (31)
2 6 24 120

x

x

L Ly x L e y x

A B Cy x x x x x x L e y x

− −

−

=

⇒ = − + + + + +
 

where (4) (5)(0), (0) (0)A y B y and C y′′′= = =  are the constants that will be determined later. Using 

2

0 0
( ) ( ) and ( )n n

n n
y x y x y x A

∞ ∞

= =

= =∑ ∑ in (31) 

2 3 4 5 1

0 0

1( ) 1 , (32)
2 6 24 120

x
n n

n n

A B Cy x x x x x x L e A
∞ ∞

−

= =

  = − + + + + +   
  

∑ ∑  

where An are Adomian polynomials. Hence the recursive relation is as
2 3 4 5

0

1
1

0

1( ) 1 ,
2 6 24 120

( ) ; 0x
n n

n

A B Cy x x x x x x

y x L e A n
∞

−
+

=

= − + + + +

  = ≥  
  
∑
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Exercises 

Use the Adomian decomposition method to f ind the series solution of  the following nonlinear 
ordinary differential equations: 

1. 3( ) ( ) 0; (0) 1, (0) 0.y x y x y y′′ ′− = = =  
 

2. ( ) 0; (0) 1, (0) 0.yy x ye y y′′ ′− = = =  
 
 

3. ( ) ( )2 2(3) ( ) ( ) ( ) 1 sin ;
(0) (0) 0, (0) 1.

y x y x y x x
y y y

′′ ′+ + = −

′ ′′= = =
 

 

4. ( ) ( )2 2(3) ( ) ( ) ( ) 1 cosh ;
(0) 0, (0) 1, (0) 0.

y x y x y x x
y y y

′′ ′− + = +

′ ′′= = =
 

 

5. 
(4) ( ) 18 ( ) 81 ( ) 0;
(0) 0, (0) 1, (0) (0) 0.

y x y x y x
y y y y

′′− + =
′ ′′ ′′′= = − = =

 

 

Find out the recursive relation for the following ordinary differential equations, by using Adomian 
decomposition method from which the various components yn of the solution y can be determined. 

6. 
( )4(5)

1/3 1/3

( ) ; 0 1

1 1 1(0) 1, (0) , (0) , (1) , (1) .
3 9 3

xy x e y x

y y y y e y e− −

= < <

 ′ ′′ ′= = − = = = − 
 

 

 
7. (6) 2( ) ( ), 0 1xy x e y x x−= < <  

 
(4)

(4)

(0) (0) (0) 1,
(1) (1) (1) .

y y y
y y y e

′′= = =

′′= = =
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